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OPTIMAL SPATIAL REUSE INMOBILE AD HOC NETWORKS

LUBO SONG

ABSTRACT

Carrier-Sense(CS) Medium Access ControfMAC) protocols such as IEEE
802.11 MAC, calledDistributed Coordination FunctionfDCF), avoid collisions by
holding up pending transmissions when the carrier signalbserved above a certain
threshold. However, this often results in unnecessapihservative communication, thus
making it difficult to maximally reuse the spatial spectesource inMobile Ad hoc

Networks(MANETS).

This dissertation shows that more communications ban simultaneously
successful when the communication distance or theaspaservation is adjustable. Two
corresponding solutions are proposkflitiple Access with Salvation ArnWIASA) and
Collision-Aware DCHCAD). MASA adopts less sensitive carrier sensing, edgprivty a
higher threshold, to promote more concurrent communicatigvhile this potentially
increases the collision probability, MASA effectivelydmesses this problem by adjusting
the communication distance adaptively via “packet salvdgatgthe MAC layer. In
comparison to MASA, CAD’s approach is proactive in$kase that it tries to efficiently
utilize the available spatial resource through “collisiprediction”. In other words,
MASA and CAD are not incompatible with each other andlmamtegrated into a single
MAC protocol when more optimized performance is desiredertSive simulation based

on ns-2 has shown that they substantially outpertbemDCF.



Keywords. Carrier Sense, Mobile Ad hoc Networks, Medium Acc€ssitrol,

Capture Effect, DCF, Spatial Reuse.
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CHAPTER |

INTRODUCTION

The information in this chapter includes a brief overviefvthe history of
wireless communication, popular wireless networks sudiiesdess Local Area Network
(WLAN) and Mobile Ad hoc NetworKMANET) and the existingMedium Access
Control (MAC) protocols for wireless networks. In addition, theotivation for the
research conducted in this dissertation will be expthinBwo proposed solutions,
Multiple Access with Salvation ArngiIASA) and Collision-Aware DCFHCAD) will be

simply introduced. Finally the organization of the ditsgon will be presented.

1.1 A Short Overview of Wireless Communication History

The history of wireless communication begins as easlywo centuries ago. In
the early 1800s, scientists such as Micl@ehday and Heinrich Rudolf Hertz envisioned
the possbility of wireless communication [1]. In the 1830&lliam Cooke and Charles
Wheatstone developed the first electric telegraph fornoertial service 4]. In 1901,

Guglielmo Marconi successfully transmitted a radio digiwaoss Atlantic Ocean from
1



Cornwall to Newfoundland [3]. By 1920s, mobile wireless nezrs had been developed

and installed in police cars in Detroit [4].

In the 1960s, the thoughts about networks were at har ibited States, due
to the launching of the Sputnik in the USSR [5]. In 1971, whetwarking technologies
met wireless communication, ALOHNET, the first wee$ network was born at the
University of Hawaii [6]. In 1990, the IEEE 802 Executive Goittee began to define
standards for wireless networking. The recent rapid deredopof radio communication

technologies and wireless networking has become a migjorent of the IT revolution.

1.2  WirelessLAN and MANET

A wireless network is a collection of wireless devicashsas laptopsPersonal
Digital Assistant{PDASs) [7, 8], smart IP phones [9] and fixed devices thateguipped
with wireless network interface cards. These wireldsvices communicate via radio,
exchange information, and share resources such as prifiless,internet access, etc.
From the perspective of network connectivity, the wgelretwork can be classified into
single-hop and multi-hop networkg/ireless LAN(WLAN) [10] is a typical single-hop
wireless network, in which a mobile user can connecdhédnternet via akccess Point

(AP), as shown in Figure 1.

The WLAN technology was standardized as Wi-Fi by tBEE 802.11 [11, 12]
(abbreviated as 802.11 later) group and is widely applied in s;Hmspitals, homes and

businesses. According to the research report from Str&teglytics Inc. [13] in 2006,



more than 80 percent of laptops in the US have Wi-Fih BB percent of business
professionals actively using this feature. Experts havecésted that in the next five

years a cumulative 940 million wireless devices wilhbeded for use at home.

LAN

Figure 1: Single-hop Wireless LAN

The WLAN based on 802.11 has been a great success; howekias, some
significant limitations. First, it is a single-hop refess network, where the mobility of
wireless stations are limited within the AP’s coveragsyally is about 45m (150ft)
indoors and 90m (300ft) outdoors. In addition, the WLANnzdrbe deployed or applied
in all environments, namely, where the infrastructure) (&Rlifficult or very costly to
install, such as deserts, battle fields, and fire sdatdhese environments, wireless
devices are required to coordinate, exchange and sharenation and resources in a

distributed way. Every device communicates with eachrathe peer-to-peer fashion.



Due to the movements of the devices, the network topolaggs over time. This type of

network is known as Klobile Ad hoc NetworkMANET) [14-17] as shown in Figure 2.

Figure 2. Mobile Ad hoc Network

In general, a MANET is a group of mobile wireless nodest are self-
configuring and infrastructure-independent. They are conndwtedireless links, the
union of which forms a communication network with adoyr topology. Each node in
the network acts not only as an end system, but alsoraster to forward packets. In
summary, a MANET is a peer-to-peer multi-hop mobilesleiss network, which requires

a different set of operation principles than those lo@esl for WLANS.



In comparison to WLANs, MANETs are much more flexibkis means,
however, they are also more complicated. Althougla& been studied for more than a
decade, there are still a number of open issues susteagy efficiency, effective multi-
hop routing, wireless communication security, and etcs Tgsertation focuses on the

problem of spatial spectral efficiency at the MAC layer

1.3 CSMA Protocols

A MAC protocol provides the arbitration method for e#ici use of the shared
medium among multiple stations or network nodes. dalpivired MAC protocols are
Carrier Sense Multiple Access with Collision Detect{@8MA/CD, IEEE 802.3) [18],
token ring (IEEE802.4) [19] and token bus (IEEE802.5) [20]. TypwaC mechanisms
for wireless networks includ&me Division Multiple AccesSSDMA) [21] and Carrier

Sense Multiple Access with Collision Avoidaf€C&MA/CA) [22].

CSMAJ/CA and CSMA/CD are the most popular MAC mechanismsired and
wireless networks, respectively. They are both basemhorer sensing and are dedicated
to prevent collisions. Th€arrier Senseg(CS) in the CSMA describes the fact that a
transmitter listens for carrier signals before tramisng. If a carrier is sensed, the node
waits for the ongoing transmission to be finished kefstarting its own transmission.
Multiple Access(MA) describes the fact that multiple nodes share aocdess the

common medium.



Since the transmission from a node is supposed to bwedday all other nodes
using the same medium [23], even wth CSMA collisiores sill possible if more than
one node begins their transmissions at the same timeired networks,Collision
Detection(CD) is employed to improve CSMA performance by stoppiagsmission as
soon as a collision is detected. However, this technigneat be used in the wireless
networks. First, it is impossible to listen while trans$img in some wireless networks
like WLANs. Second, the collision at the receiverviry difficult to detect at the
transmitter because of the physical seperation ofwheriodes. In wireless networks,
instead of CDCollision AvoidancgCA) is employed to prevent collisions. According to
CA, a pair of communication nodes should exchange dosigoals before transmitting
data frames. A node should defer its transmission ifadriee control signals is sensed.

The deferment details will be described in the next chapte

14 M otivation

The IEEE 802.11 MAC [24] adopts the CSMA/CA and achieved & grexess.
Due to this success as well as to the absence of indissamaards for MANETS, 802.11
MAC is generally accepted for use in MANETSs as wellwdger, 802.11 MAC may not
be appropriate for MANETS because originally this standaasl designed for the single-
hop WLAN. The multi-hop MANET environment complicatese ttommunication

situation and thus it is not straighforward to apply WLAggMNnologies in the MANETS.



The motivation of this dissertation is to reconsidesign choices made for a single-hop

wireless network in the context of a multi-hop wirslesivironment.

More specifically in this dissertation, the carrieense mechanism will be
reconsidered in an attempt to fine tune it for use imthé&i-hop MANET environment.
Note that 802.11 MAC does CS by comparing the strength ofimgpsignal with a pre-
set threshold calle@S threshold25]. If the signal strength is weaker than the tho&sh
then the medium is considered idle. Otherwise, theumed considered busy and nodes
should defer their transmissions. A higher CS threshr@lles a node less sensitive to the
carrier signals from other nodes, especially sigftal® distant nodes. On the other hand,
a lower CS threshold makes the node more sensitivee VILAN every wireless node is
supposed to directly communicate with the AP only; if node is communicating with
the AP, all the other nodes are not supposed to interreupt. tm order to be aware of the

presence of the ongoing communication the CS threshotthfgyured conservatively.

However, this does not work well in the MANETS, wheosles operate in a peer-
to-peer way, delivering data packets through multiple hops. spatial area becomes
very valuable as the reuse of the spatial spectral resagiin fact the essential idea of
the multi-hop networks. To make more nodes able to transh&ir packets
simultaneously, it seems that a larger CS threshaldlgibe configured. However, this
would result in more interference and more collisio@bviously, there is a tradeoff
between the spatial spectral utilization and collisiarf®e purpose of this dissertation is
to find some efficient ways to improve the spatial adilgy while the collision problems

are effectively handled.



1.5 Proposed Solutions

This dissertation proposes two different solutions ttciehtly improve the
spatial reusability. Both of these solutions will allofior more concurrent
communications by addressing the collision problem eidtfier or before it happens.
The solutions are referred to &bultiple Access with Salvation ArmMASA) and

Collision-Aware DCHCAD).

The key idea of MASA is to encourage more concurrentsingssions by
employing a higher CS threshold first. If the collisidnes not occur, the spatial
reusability is improved anyway. If the collision happen#®3A salvages the collided
packet by some node between the sender and the receiwsr.pdcket salvage
automatically divides a long-distance link into two s$taistance links, which are more

robust against interferences.

While MASA is a post-collision method, CAD is a predsabn method. The key
idea of CAD is to predict collisions before transmissitm the CAD, at first each node
estimates its reservation requirements based on iiterference level and the
communication distance. It then broadcasts the raserv requirements. Every
overhearing node makes its transmission decision accomlitigetreceived reservation

requirements as well as its own reservation requingsne

Since 802.11 MAC has been widely adopted, the proposed MASACAD are
implemented based on 802.11 specifications and do not demandha@nypatible

changes for immediate employment.



1.6  Organization of the Dissertation

This dissertation contains six chapters. Chapter | intreslube background,
motivation and proposed solutions of the dissertatidmapter Il discusses the IEEE
802.11 in detail, with a focus on its MAC, DCF, which ig thaseline model in this
dissertation. Chapter IIl describes the propagation recaled gives a thorough analysis
on spatial spectral utilization with carrier-senseeda8IAC. Chapters IV and V presents
the proposed solutions, MASA and CAD. Finally, Chapterdvdws conclusions and

describes future work that can be based on the rese@s#mped in this dissertation.



CHAPTERI1

|EEE 802.11

This chapter discusses the IEEE 802.11 in details. The disousovers the
overview and architecture of 802.11, and emphasizes on it<C Mdechanism,

Distributed Coordination Functio(DCF).

2.1 Overview of |[EEE 802.11

The IEEE 802.11 is a set of WLAN standards developed by wpddoup 11 of
the IEEE Standards Committee. The term of 802.11x is wsddriote the variations and
extensions of the original 802.11 (called 802.1llegacy). The 802dacy was
documented in 1999. It only provides two transmit rates (1 akthps). Its extension
802.11b improved the rate up to 11Mbps in 2003. Now 802.11a and 802.11g providing
54Mbps transmit rate have been widely accepted and usel8@2.11n that supports
540Mbps transmit rate by usindultiple Input Multiple Outpu{MIMO) antenna is being

designed and will be available very soon.

10
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TABLE |I: IEEE802.11STANDARD FAMILY

Protocol Description Rggfse
802.11legacy Original 1 and 2 Mbps, 2.4 GHz RF and IR standard 1999
802.11a 54 Mbps, 5 GHz standard 19994
802.11b Enhancements to 802.11 to support 5.5 and 11 Mbps 1p99
802.11c Network bridge operations 1998
802.11d Operations in additional regulatory domains 2041
802.11e QoS enhancements 2005
802.11f Inter-Access Point Protocol 2003
802.11g 54 Mbps, 2.4 GHz standard 2003
802.11h Spectrum and transmit power management extensions 2003
802.11i Security enhancements 2004
802.11] Extensions for Japan 2004
802.11k Radio resource measurement enhancements 2007
802.11l Reserved Future
802.11m Maintenance of the standard Ongo|ng
802.11n 540 Mbps, 2.4 and 5 GHz standard (using MIMO) 2008
802.110 Reserved Future
802.11p Wireless access for vehicular environment 2098
802.11q Reserved Future
802.11r Fast roaming 2007
802.11s ESS mesh networking 2008
802.11t Wireless performance 2009
802.11u Inter-working with non-802 networks 2008
802.11v Wireless network management 2009
802.11w Protected Management Frames 2048
802.11x Reserved Future
802.11y 3650-3700 Operation in the U.S. 2008
802.11z Reserved Future
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Besides these modulation and air interface standardsl18@@&rking group also
specify other standards to enhance and extend servicesx&mple, 802.11e specifies
the standard foQuality of ServicdQoS). 802.11i is an amendment to 802.11 legacy to
improve the security of wireless access. 802.11p focusewiretess access for the
Vehicular Environment. 802.11s extends the services to ESB natworks. 802.11u
works on inter-working with non-802 networks such as cellalad bluetooth. The

details are shown in Table | [26].

2.2 Architecture of IEEE 802.11

In the 802.11 the standards specify several modulation and-treair
techniques at physical layer suchFasquency Hopping Spread Spectr{ifHSS) [27,
28], Direct Sequence Spread SpectrdDSSS) [29, 30],Infrared (IR) [31, 32] and
Orthogonal Frequency Division Multiplexin@FDM) [33, 34]. But they all are used by

the same MAC protocol. Figure 3 shows the protocol sta8kdfl1.

802.2 LLC layer
PCF MAC layer
DCF
FHSS DSSS IR OFDM PHY layer

Figure 3: Protocol Stack of IEEE 802.11

At the MAC layer, 802.11 provides two access control fonst Point

Coordination FunctioPCF) andDistributed Coordination Functio(DCF). In the DCF
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every node accesses the medium in a distributed wayinBhe PCF a node is required
to operate aRoint Coordinator(PC) to schedule the medium access for all the n&tes.
basically DCF is a contention-based method while P@¥vides contention-free data
transfer. However, they can coexist in the netwowk @perate as shown in Figure 4. PCF

and DCF control the medium access alternatively.

v

Contention-Free Period  Contention Period time

DCF DCF
— PCF PCF ———

Figure 4. Coexistence of PCF and DCF

As shown in Figure 3, PCF resides on the top of DCht fireans 802.11 MAC
provides PCF through the services of DCF. And, becausieeafequirement of the PC
usually PCF is only usable in an infrastructure-availabterowx such as WLAN, where
the AP acts as the PC. In other words, in MANETs BQOfot applicable. Since MASA
and CAD are all MAC solutions for MANETSs both of thenk¢éaDCF as their baseline

mode.

2.3  Digributed Coordination Function (DCF)

DCF is a distributed MAC protocol that schedules aut@matedium access
among multiple wireless nodes. The basic access mischan DCF is CSMA plus CA.

In addition, with consideration of unreliable links inireless communication an
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acknowledgement frame (ACK) from the receiver is remuin order to make sure that
the Data frame is successfully delivered. In the tlaaeACK is not received the sender
will think the delivery fails and make schedule for retraission. This section will

discuss these mechanisms in details.

2.3.1 Carrier Sense Multiple Access (CSMA)

DCF performsCarrier Sensg(CS) through bothPhysical Carrier SenséPCS)
andVirtual Carrier SenséPCS). According to the PCS a node is required to hold up its
transmission if it detects the presence of other comcations. The PCS in DCF is
handled by theClear Channel Assessme(@CA) function. The DSSS physical layer
provides three CCA modes [24]. CCA mode 1: energy aboeshbld. CCA reports
medium busy if the detected energy is abovebthergy Detectior{ED) threshold. More
exactly, theReceived Signal Strength Ind@XSSI) is above the ED_THREHOLD (CS
threshold). CCA mode 2: carrier sense only. CCA reporbaisy medium only if it
successfully detects a signal. CCA mode 3 is the consmat the mode 1 and 2. For

the convenience CCA model is employed in the dissent&ir analysis and simulations.

The Virtual Carrier Sens€VCS) mechanism is achieved by distributing medium
reservation information that informs the impending uséhe medium. The reservation
information is contained in the Duration/ID field ofA@ header that defines the period
of time needed to finish the whole communication procediwedistribute the reserved
period two control framesRequest-To-SendRTS) and Clear-To-Send(CTS) are

exchanged before transmitting Data frame. Every overiggarode sets it$Network
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Allocation Vector(NAV) according to the value of the Duration/ID fieldtime received
frame. The NAV works like a time counter, and nonzerblAY indicates the impending
use of the medium. An example of VCS and NAV is shawd explained in the Figure 9

in the subsection 2.3.6.

The DCF combines the NAV state and CCA indication tiemeine the medium
state. The medium is regarded as idle only when the @@igation is idle (for CCA
mode 1, RSSI is less than CS threshold) and the NA&¥rs. A pure CSMA mechanism

allows a node to start its transmission when it setiemedium idle.

2.3.2 Inter-Frame Space (IFS)

In the DCF, when a node senses the medium idle it doésinitialize its
transmission immediately because this immediatesin@gsion might interrupt some
ongoing communication. Fox example, as shown in Figuse@pose the sender starts to
send Data frame ap and the transmission ends at Then after some period (SIFS,
explain later) atstthe receiver is supposed to reply ACK frame to sendeweder, if at
t, node X senses the medium idle and initializes @&sgmission, atztthe receiver will
not reply ACK back because it will sense the mediunylthen. As a result, node X's

transmission interrupts the ongoing communication betwlee sender and the receiver.

In order to prevent ongoing communications from interruptiy to provide
medium access prioritynter-Frame Spacé¢lFS) that is the time interval between frames

is employed. In the 802.11 MAC there are four differei®: Bhort IFS(SIFS),DCF IFS
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(DIFS), PCF IFS(PIFS), anceExtended IFEIFS), listed in the order from the shortest to

the longest.

to t ot t, ts

sender [ B

Receiver

2027
N

SIFS DIFS

Node X

Figure 5: Interruption of Ongoing Communication

SIFS is the shortest one among them. It is used asribanterval of exchanging
frames between the sender and the receiver. For éxaagpshown in Figure 5, after the
sender ends its Data frame transmission, the receigés for SIFS and then replies
ACK frame. The purpose of SIFS is to prevent the ongoiaghdé exchanges from

interruption.

DIFS is the second shortest one and is used by nodesiogenader the DCF to
access the medium. More specifically, even if the inmads idle the node defers DIFS
before starting its transmission. During the defernifetite medium keeps idle, the node
can start its transmission after the defermentnistied. Otherwise it has to wait till the
medium becomes idle and then defers DIFS again. Bygdsm, the ongoing

communication can be protected from interruption. Congleinterruption case shown
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in the Figure 5 again, since DIFS > SIFS, node X neves geathance to initialize its
transmission during the SIFS period fromd t. In other words, the receiver always has
a higher priority to seize the medium than the waitiodey node X. Actually in this case,
node X has to wait till the ACK transmission is finidhe¢hen defers DIFS period, and

finally can start its transmission at t

PIFS is the third shortest IFS. Like usage of DIFS, evdme medium is sensed
idle a node operating under PCF should defer PIFS betarging its transmission.
Because PIFS > DIFS a DCF node has a higher priorigato medium access than a
PCF node. But since in the PCF the PC exchanges fraitieshe wireless nodes using
SIFS, once the PC has seized the medium DCF nodeddavest till Contention-Free
Periodis finished and compete for medium access irCibitention Periogdas shown in

the Figure 4.

EIFS is the longest IFS and is applied by the DCF nodesewer they receive
an erroneous MAC frame. The major purpose of using ESR8 protect ACK reception

from collision.

2.3.3 Collision Avoidance (CA)

In order to avoid collisions the CS mechanism requires de no check the
medium status before transmission. In order to pitesagoing frame exchanges from
interruption IFS control is employed. But only the CS #Afl are not good enough to
protect transmissions from collisions because theye haw control in the case that

multiple nodes wait for the busy medium and simultasgoaccess the medium after the
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ongoing communication and DIFS deferment are finished ekample, as shown in the
Figure 6, the sender and the receiver exchange Data andrA@Ks between tand t.
Suppose that nodes A and B have their Data frames raatjyaad % respectively.
According to the pure CSMA and IFS control mechanisms siofleand B will
simultaneously start their transmissions,aOtoviously nodes A and B will interfere with
each other and possibly cause collisions at their detrreceivers. And, since the
wireless transmitters do not detect collisions theyoa stop transmitting until the entire

frame is sent out and thus waste bandwidth.

to t]_ t2 t3

Sender (2185

ccccheccccsccsacccccccccaa E“

Nodegé Read] o
NodeCé Reiad] WW:{:

Figure 6: Collision Case in Pure CSMA

CA is designed to avoid this kind of collisions causedheyunwanted concurrent
transmissions. According to the CA mechanism, the dogs random backoff procedure

after deferring DIFS. The backoff procedure pauses if mednecomes busy and
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resumes when the medium becomes idle again. Only wherbackoff procedure is

finished and medium is idle the node can initializerasgfer.

to ta t, t3 U ts ts t7 ts to

Node A [ B

Read]

Read]

BTs BTB- remaining

— 7

Node B

i BTc | i

i

\
2

Node C

DIFS DIFS
Figure 7. Backoff Procedure

Figure 7 shows an example of medium access with bagkofiedure. Suppose
that node A starts its transmission @amd ends it agtand nodes B and C have frames
ready at { and t respectively. After node A finishes its communicatimth nodes B and
C defer DIFS and then starts their backoff procedurés Bifg and BT stand for their
backoff times respectively. Since BTs shorter than Bd node C finishes the backoff
procedure earlier than node C and gains the medium amicesBecause at that moment
the medium becomes busy the backoff procedure of nodepBused. The shaded area
shows the remaining backoff time of node B. In the nefer node C finishes its
transmission node B defers DIFS and resumes its bagkotfedure atst After the

backoff procedure is completely finished node B initiate$r@nsmission as.t
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The backoff time like B and BT; is a random period, which is calculated by the

following equation.

Backoff Time = Random()X Slot Time (2.2)

where slot time is a system value determined by thdesselevice. Random() generates
a random integer that satisfies a uniform distributeer the interval [0, CW]. CW is
called contention window size. Obviously the larger th'e I§ the longer backoff time is
generated with higher probability. The longer backoffetiis definitely more helpful to
avoid collisions. But on the other hand it has the disathge of wasting bandwidth if
network traffic is light (less number of nodes hawansmission demand, lower collision
probability). So ideally the CW size should vary oves hetwork traffic. In the DCF, a
method ofExponential Backofis employed to dynamically adjust it. The details will be

discussed in the next section.

2.3.4 Retransmission and Exponential Backoff

Because of interferences the wireless link is muchrelsable than the wired one.
In order to ensure that the Data frame is successfuliyeded the receiver is required to
reply a positive acknowledgement frame (ACK) aftesutcessfully received the Data
frame. If ACK is not received by the sender the trassion is regarded as failed and
then retransmission is scheduled. If the retransomiskils again another one will be
scheduled till the number of retransmission (denotechRst) reaches the system

retransmission limit (denoted aRetrLimi). In this case the transmitted frame will be
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discarded anyway. Every time when a new frame is tméted the retransmission count

(nRet) should be reset.

If the network traffic is heavy more collisions areaused, thus more
retransmissions happen. So retransmission is a goarhindof the network traffic. DCF
uses the number of consecutive retransmissions to dyalyredjust the CW size. The
CW is initialized as C\W,. Every time a retransmission happens CW is almost rgughl
except when CW reaches GW On the other hand, every time the data transfer is
successful (the ACK is received) the CW is reset as,&V®ince doubling the CW
makes it increase exponentially this retransmissionedule is also referred as
Exponential BackoffThe details on CW control due to successful transomsand the

number of consecutive retransmissions are shown iRiguze 8.

2.3.5 Procedureof Medium Access and Frame Exchanges

Based on the MAC mechanisms introduced in the previougstinss, Figure 9
shows the whole procedure of medium access and franharmges. Suppose that at the
beginning the medium is busy and the sender has a Rata fready to send. First of all,
the sender waits for the medium to become idle, ded tefers DIFS and processes
random backoff procedure. When the backoff procedure ishéidishe communication
(frame exchanges) between the sender and the recegersb The exchanged frame
sequence is RTS by the sender, CTS by the receiverpae sender, and finally ACK
by the receiver. To grab the medium access, SIFS isedppétween the exchanged

frames.



22

Start

A\ 4
Reset CW size and
Retransmission count

nRetr =0
CW = CWmin

l

Wait for new packet ready |«

Y

A

Transmit

Transmission
Successful (Y/N) ?

Increase CW size and
Retransmission count

nRetr ++
CW=2%CW+1) -1
If (CW > CWipnay CW = CWhax

l

nRetr >= nRetrLimit
(YIN) ?

Reset
Retransmission coun

nRetr=0

t

A

Discard frame

Figure 8: Adjust CW Due to Retransmissions
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Figure 9: Frame Exchanges

Subsection 2.3.1 mentions that the NAV reservation nbeslded in the
Duration/ID field of MAC frame to announce the impending o$¢he medium. The
information must be decoded after the whole framedgived. So the NAV information
carried in a frame should be the time period for thé oéghe communication. For
example, as shown in the Figure 9, the NAV in RTS®ésduration between the moment
when the RTS is received and the moment when the ACkedeived. Similarly, the
NAVs for CTS and Data are estimated according to wheK 4 received. Since ACK is
the last exchanged frame, the NAV in ACK is 0, which metdses not have to make

any reservation.

According to the VCS, the RTS/CTS exchange is used toibdist the NAV
information. In addition, these two small contra@rte exchange can be used to perform
a fast collision check. If CTS is not received that mseaither the RTS or the CTS
reception fails. No matter whichever it is, if thetBérame instead of the RTS is sent, the

ACK cannot be received by the sender. But the failuf@até transmission wastes more
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bandwidth than the RTS transmission failure. Howeifethe Data frame is small the
RTS/CTS exchange is not necessary because it jusesvbahdwidth. Because of this
reason, the RTS/CTS exchange is optional in the O®E.use of RTS/CTS exchange is
under control of a threshold (RTSThreshold). If the dfatane is larger than the
RTSThreshold, the RTS/CTS exchange is initiated. @itlser Data and ACK are

exchanged directly.
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CHAPTER I11

SPATIAL SPECTRAL UTILIZATION WITH DCF

In MANETS the spatial area is a valuable resource in additidheteshared radio
spectrum [35]. Delivering a data packet from one end-node tdhhe@mobnsumes the
precious spatial spectral resource in the proximity ofsiverce and the destination as
well as the intermediate forwarding nodes. Multi-hoppiniyvdey contributes to improve
the overall spectral utilization because a serieqdifect communications requires less
combined spatial footprint than a single direct commuitina However, the
corresponding benefit of supporting more concurrent datasfees is limited by
collisions and interference. More concurrent commuiuoat would cause more

collisions. There is a tradeoff between them.

The MAC protocol such as DCF is used to schedule or coordamtmany
collision-free accesses to the shared medium ashjp@skl other words, it is essentially
responsible for affecting the spatial spectrum utilizatidhis chapter will analyze how
the spatial area is reused with DCF. Before presertim@mnalysis as an analytical basis,

the signal propagation and reception model will be intreddtst.
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3.1  Signal Propagation in Wireless Environment

Radio propagation in mobile wireless channel is describedtnégns of three
effects: attenuation due to path loss, shadowing due taadest and fading due to
multiple paths. These three affects are described thy Ipas model, shadowing mode

and fading model respectively. This section will introdtreefirst two in details.

3.1.1 Path Loss M odd

In this model the path losis, (d) U d?, whered is the distance and is path

loss exponent. The path loss exponent varies ferdifit environments. Table 1l [36]

shows the variations.

TABLE Il: PATH LOSSEXPONENT WITH ENVIRONMENT

Environment Path loss exponent, a
Free space 2
Urban cellular radio 2.7t03.5
Shadowed urban cellular radio 3to5
In building with LOS 1.6t01.8
Obstructed in building 4t06

Free Space Propagation Model and Two-Ray Grounded®®ein Propagation
Model are two common models describing path losse Bpace propagation is regarded
as an ideal model, which assumes that the traresnaitid the receiver are both located in

free space and there is only one cleare-Of-Sight(LOS) path between them. This
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model does not consider other sources of loss asakflections, cable, etc. The receive
power is not dependent on antenna heights. Thalsgattenuated slowlyg=2). The

following equation is used to estimate the receweer [37].

A 2
P.(d) =RGG, [Hj (3.1)

where P, (d) is the receive power with distandg P, is the transmit powelG, and G,

are the gains of the transmitter and the recerspeactively, andl is the wave length.

As the single LOS is rarely the only path betwdenttansmitter and the receiver,
the Two-Ray Ground Reflection Propagation Modelsiders both the direct LOS path
and a ground reflection path. According to this elpthe antenna heights are taken into

account and the receive power is estimated usedpllowing equation.

2
P(d)= RGG, (“c:‘;) (3.2)

whereh, andh. are the antenna heights of the transmitter andeitever respectively.

Notice that the Two-Ray Ground Reflection Propaggatlodel shows a quicker
path loss than the Free Space Propagation Modekadistance increases. It gives more
accurate results when the distance is long [38]dbes not give good predictions when
the distance is short because of the oscillatiars@a by the constructive and destructive
combination of the two rays. Whet is small the Free Space Propagation Model is used

instead.

Therefore, there is &ross-over distancel,. Whend<d_, the Free Space

Propagation Model is used. Otherwise, the Two-Ragu@d Reflection Propagation
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Model is employed. Comparing Equations (3.1) an®)(3hed, is computed as the

following equation.
d. =(47nh, )/ (33)

According to the path loss model, given the distati¢ the receive power is
deterministic. On the other hand, based on thaveg@®wer it is possible to estimate the
distance to the transmitter. Equations (3.4) anfl) (8how the distance estimation due to
the Free Space Propagation Model and the Two-Rawur@r Reflection Propagation

Model respectively.

_A [m
dR )= GG (3.4)
R 2
d(R)=zJ;thGr(nhr) (3.5)

Similar to thecross-over distance, there is across-over poweP,, which is
computed as Equation (3.6). When estimating digtahdrom receive powelR, , if

P <P., Equation (3.4) is used. Otherwise, Equation (B 8pplied.

_ _( A1) RGG,
Pc_Pr(dc)_[E_[j (h[hr)z (3.6)

3.1.2 Shadowing M odél

Either the Free Space Propagation Model or the Rap-Ground Reflection

Propagation Model estimates the receive power atetarministic function of the
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distance. But in reality the receive power at agidistance is random because of multi-

path propagation effects. To describe this randesitiee Shadowing Model is proposed

[38].

According to the Shadowing Model, the receive poweansists of two parts. The
first one is known as path loss model, which prisdice mean received power at distance
d, denoted byP (d). It uses a distanced, as a referenceR (d) is computed relative to
P (d,) as follows.

R _(d) 3.7)
P Ly |

where P, (d, ) is the relative receive power, which is estimabgdising the Free Space

Propagation Model or the Two-Ray Ground Refleckyopagation Model according to
the referred distancd,.

_m =-10a1 (i} 3.8
{R(%)LB °d 4 59

0

The second part of the Shadowing Model reflectsvdugation of the received
power at the given distance. It is a log-normald@an variable; that is, it is of Gaussian
distribution if measured in dB. The overall shadoyvmodel is represented by

PR | __ d
{R(do)LB = 10a|og(doj+ Xds (3.9)
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where X, is a Gaussian random variable with zero mean and sthdéafationo ;.
04 is called the shadowing deviation, and the above equistiatso known as a log-

normal shadowing model.

In this dissertation, to simplify the spectral utilibat analysis the path loss model
is employed for analysis. Both the path loss mode lam&hadowing model will be used

in simulations for the evaluations and comparisons®fproposed solutions.

3.2  Signal Reception and Capture Effect

To successfully receive a transmission the following tenditions have to be
satisfied. First, the receive power must be equal getathan the receive sensitivity.
Second, the receive power must be strong enough to overteninfluence of the noise

and interference. This section will discuss them imidet

3.2.1 Transmisson Rangeand Carrier Sense Range

While a signal propagates in the wireless environment radifferent locations
may receive different levels of power. For analyticaiwenience suppose that the signal
is propagated in an open area, thus the signal attenisboity due to the path loss. The
nodes that are at different locations but at the sdistence to the transmitter receive the

same power level.
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According to the first condition of the signal receptimodel, to successfully
decode a received signal the receive power must be equatger than the receive

sensitivity, denoted aB, , which can be translated as a distance callehsmission
Range(TR), TR =d(P, ). As shown in the Figure 10, suppose that node i is rsgrali

packet to node j. Only the nodes within the; T¥ch as node A can decode the
transmission. The other nodes like B and C cannot dedod&iven the system
parameters like transmit power, gains and antenna heiphtsize of TR is dependent on
the receive sensitivity, which is determined by the tansate (modulation). Usually

lower rate makes larger TR.

Figure 10:TR and CSR

The receive sensitivity is a power threshold thatrdetess if an incoming signal
can be successfully decoded or not. In the DCF the GShbid, denoted a&, is

another power threshold that determines if a transomssan be sensed or not. This

threshold can be translated as another distance d@keder Sense Rang€CSR),
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CSR=d(P,) . Also as shown in the Figure 10, all the nodes btheo CSR such as

node C cannot sense the transmission. For the noalearthwithin the shaded area (out
of the TR but within the CSR like node B can sense the transmission but cannotdec
it. According to the PCS, all the nodes within the ¢S matter whether they can
decode the signal or not, are required to hold up their tiasg@ms to protect node j's
reception. Given the system parameters like transmvepogains and antenna heights,
the size of CSR is dependent on the CS threshold. GhehCS threshold makes a node
less sensitive to ongoing transmissions, thus causing eodlions. On the other hand,
the lower threshold can avoid more collisions. Bus it the cost of degrading spatial

reuse.

3.2.2 Capture Effect and Interference Range

If the receiver is within the TR of the transmittehen it is supposed to
successfully decode the transmitter’s signal if thensoi interference. But it may not if it
is interfered by other transmissions. Whether theasigan be decoded or not is also
dependent on if the receive power is strong enough tccower the influence of the
noise and interference. This condition is describedheydllowingSignal to Interference

and Noise Rati¢SINR) model.

SINR=— 57 (3.10)

=0
No+>1
where N, is the background nois@, | is the interference from all other simultaneous

transmissions, and,, is the minimum required SINR ratio, oapture ratio The SINR
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model suggests that even if more than one signal @gdathe receiver, one of them

could survive if it is much stronger than the others. Ehealled thecapture effecf39].

From the Inequality (3.10), given a receive power(communication distance) it
is not difficult to find out the maximum tolerable intedace. This maximum tolerable
interference can be translated as a maximum distaooetfre receiver to an interfering
node that could cause collision to the receiver. This mamxi distance is called
Interference Rangé@R). Only the nodes within this range could cause dofiigo the
receiver. In other words, for the nodes out of thethey may sense the transmission but
they would not cause collision to the receiver. Tiee ©f IR is dependent on many

factors such asommunication distanced() between the sender and the receiver, capture ratio

(Z,), as well as the number of interferefs)(and their locations

(D,=D-d, D,=D;=yD?+d?-Dd , D, =Ds=yD?+d?+Dd , Dg=D+d)
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Figure 11:Worst-Case Interference Scenarios Wiii~6) First Tier Interferers

To derive the IR, the worst-case interference scesawith different number of
the first tier interferersi(< k < 6) are considered, as shown in the Figure 11. Only the
first-tier interferers are considered [40] because théwence is dominant. Ldd be the
separating distance between the sender and an ietediedD; be the distance between

the receiver and interferer
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Figure 12: b, versusd with varying number of interferers |

Now, givend ,k,Z,and N, it is not difficult to find the minimunD (denote as
D,,,) that satisfies the inequality (3.10). Figure 12 pbts, versus the communication
distance @) with differing number of interferersk() assuming thaiN,is ignorable. It is

surprising that from the Figure 12 thétalmost dominates the influence. For example,
when d is 150m, the variation oD, with differentk is at most 7%. This small

variation is because the signal attenuates very guwih distance and thus the topmost

interferer in each of the six figures in the Figure 1ltKvihe shortest distance to the
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receiver) dominates the interference. Therefore,quite reasonable to assume tkat 1.

And, Dy, = (4Zo +1)rdl and IR = D,,,, —d = 4/Z, .

3.3 Dilemma of CSM A/CA

As introduced before, there is a tradeoff betwdendpatial reuse and collision.
This tradeoff can be expressed by the hidden apdsexi terminal problems. The hidden
terminal problem argues that a node does not sanBansmission but could cause
collision to it. On the contrary, the exposed terahiproblem says that a node senses a
transmission but would not cause collision to iervf the node initiates its own

transmission.

CSK TR

Figure 13:Hidden and Exposed Terminal Problems
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Figure 13 illustrates these two problems. Suppbaeriode i is sending a packet
to node j. TRand CSRare the TR and CSR of node i respectively. AndisRhe IR of
node j. Due to the PCS, nodes within Cl#& B and C should keep silent while node iis
sending. Because of capture effect only nodes witRj like A and B would cause
collision to node j. Node B as an interferer isuiegd to hold up its transmission as
expected. But node A is a potential interfererdannot sense node i's transmission, thus
is a hidden terminal. Similarly, node C is an exubserminal because it is not an

interferer but does sense the transmission.

The area where the hidden terminals are locatedllisdVulnerable Spac¢Vvs),
the hatched areas shown in the Figure 13. The pldere the exposed terminals are
positioned is calle@Vasted Spac@VNS), the shaded area in the figure. From the éigur
is clear to see that the sizes of VS and WS arermig¢ted by CSRand IR. More
specifically, VS = IR— CSR and WS = CSR- IR. The dilemma of CSMA/CA based
MAC mechanism is: In order to reduce collision (@akS smaller) it has to increase
CSR. However, increasing CSR will result in lary#® and make the exposed terminal
problem more serious. On the other hand, reduciB& @ncourages more concurrent

transmissions but causes serious collision problem.

Figure 13 shows a simple example of VS and WShdfwhole frame exchanges
of DCF are considered the situation becomes muale cammplicated. The details will be

presented in the next section.

3.4  Spatial Reservation in DCF
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According to the frame exchange sequence desciibébde Subsection 2.3.5,
before transmitting DATA frame the sender transmRilsS first. Then the receiver replies
CTS. And then the sender starts DATA frame transionis Finally the receiver replies
ACK. This section discusses the spatial reservdtoreach stage of the communication
procedure. To be convenient denote SR be the bkpesiarvation, in other words the
reserved spatial area, and RSR be the requirethlspadervation, so in general VS =

RSR - SR and WS = SR — RSR.

Figure 14 shows the spatial reservation while RS[Bansmitted. Since the sender
just initiates the communication the reserved spatiea is only the CS range of the
sender. In other words, SR = CSRctually while RTS is transmitted only the redept
at the receiver needs protection. That means R8&.=But with consideration that the
sender will receive CTS and ACK, dBhould be reserved too. In other words, RSR =

IRRU IRs. Therefore, VS = CSR- (IR:UIRs) and WS = (IRUIRg) — CSR.

(a) With Long-Distance Link (b) With Short-Distance Link

Figure 14:Spatial Reservation while RTS or DATA is Transndtte
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Figure 14(a) shows the spatial reservation whike $ender and the receiver
communicate with a long-distance link. In this ¢a¢8 is the right-hatched area shown
in the figure. Because VS is not empty this trassimon still suffers from thélidden-
Terminal Problem Figure 14(b) shows the spatial reservation wiencommunication
distance is short. Thdidden-Terminal Problenms eliminated, but th&Exposed-Terminal

Problembecomes more serious because of the large WSh#uked area in the figure.

As introduced before, RTS/CTS exchange is optiaomahe DCF. If the sender
transmits the DATA frame directly, then the spatiaservation is as same as that of

transmitting RTS, shown in Figure 14.

(a) With Long-Distance Link (b) With Short-Distance Link

Figure 15:Spatial Reservation while CTS or DATA is Transndtte

Figure 15 shows the spatial reservation while C§ 8ansmitted. Because of the
VCS mechanism of DCF, the ERs reserved. Because EIFS is longer than the CTS
transmission time, the nodes that are out o§ BR within CSR also keep silent. So

during CTS transmission SR=CSRCSRk. Thus, VS = (CSRJCSRR) — (IRRUIRY)
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and WS = (IRUIRg) — (CSRUCSRy). Since CSR is reserved, the VS is completely
eliminated even with long-distance link. But it dosot ensure that VS is empty while
DATA is transmitted later because this reservatimay not be able to cover the whole
DATA transmission. In addition, the C&Rnakes theExposed-Terminal Problerven

worse when communication distance is short.

While DATA frame is transmitted, the spatial resgion is a little complicated.
At first, if a small DATA frame is transmitted be#the EIFS timers of the nodes within
CSRk expire the reserved spatial area is same as Heeafaeplying CTS, as shown in
the Figure 15. If a large DATA frame is transmittefier the EIFS timer expires the

reserved spatial SR becomes GSHRg. However, since CSR is usually two times as

large as TR, TRO CSRs. Thus, SR = CSR In this case the spatial reservation is as

same as the case of sending RTS, as shown inghe=Fi4.

(a) With Long-Distance Link (b) With Short-Distance Link

Figure 16:Spatial Reservation while ACK is Transmitted



40

Finally, while ACK is replied, because the receivall not receive frame from
the sender during this communication procedurds inot necessary to reservegrIR

anymore. In other words, RSR is reduced tg But the SR is still CS®J CSR:. So WS
= (CSRUCSRy) — IRs, which suggests more spatial area is wasted,@8rsim Figure

16. Moreover, the spatial area of GSR TRz will be reserved even after ACK
transmission is finished because the nodes wittah drea do not know the transmission

is done and still wait due to the EIFS mechanism.

The spatial reservations shown in Figures 14~1@sxphe inefficiency of spatial
reuse in DCF. The root reason lies in the CS meshaand the fixed CS threshold of
DCF. Is it possible to only reserve the spatialaatieat is required? Chapter V will
introduce the proposed soluti@ollision-Aware DCF(CAD), which can achieve this

goal while DATA and ACK frames are transmitted.

3.5 Analysison Maximizing Network Throughput

This section gives an analysis on maximizing nekwerd-to-end throughput and
discusses how the throughput is affected by the tid8shold and communication

distance.

3.5.1 Upper Bound of Network End-To-End Throughput
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Maximizing network throughput in MANETS is equivateto find the maximum
number ofCollision-Free communication Pair@CFPs). In other words, the maximum
total end-to-end throughpufl,, is attained when the number of senders that can
simultaneously transfer data is maximized. Multipdythis number by the wireless link
bandwidth and then dividing by the average numlbérops between the source and the
destination will yield an estimate dt. In the following analysis, assume a heavily-
loaded network in which each node is always badddgand has a packet to transmit
whenever it is allowed. Perfect MAC-layer coordioatis assumed without collision so

that spatial spectrum utilization is maximized asilsrly assumed in [40].

A
v
A
A A

Figure 17:Constellation of Senders for Maximum Throughput
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The number of senders can be maximized when treejoeated as close to each
other as possible without interfering with eacheothdata transfer. This is similar to the
co-channel interference problem in cellular netwokl]. Consider the constellation of
senders as in Figure 17, which is the densestganaant of senders. Assume that each
communication distance @ the purpose is to find the sender-to-sender ristB that
allows all data transfers to be simultaneously sssftil. In this analysis only the six first-
tier interferers are considered because the imgrée from them is much stronger than
that from second-tier interferers and beyond. Ntwe, worst-case interference to the

communication between nodes and j happens when the six interferers

areD-d ,VD2+d2-Dd ,YD2+d2-Dd ,yD2+d2+Dd , yD2+d?+Dd , and

D +d apart to the receivgy respectively.

Therefore, ignoring while noisk, and applying the signal propagation and

reception models obtain the following inequality.

SINR = ' A ON \ >z, (3.11)
P.(D-d)+2P (\/DZ +d? —Do|)+2F>r (\/DZ +d? +Dd)+Pr(D+d)

If Dmin is the minimunD that satisfies equation (3.11), the maximum nunaber

concurrent successful data transfers ih &b square network area is

212

\/_/ D, 3Dmln

(3.12)

Since the average distance between a source-destiair in theLx L square
network is abou.616L (refer to the Appendix A), the average hop coar@.616L/d .

Therefore Te is
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T - 2% 0616 _1875bd
° \/§Dmin2 d Doy ?

min

wheredcsis the CS range and is the bandwidth. Note that whelgs> Dn,in, Senders

would be separated hyes instead ofDn,in due to aggressive carrier sensing, and thus,

equation (3.13) becomes

dCS

3.5.2 Effect of Carrier Sense Range and Communication Distance

The previous subsection obtains the analytical fofimverall network throughput.
This subsection will further analyze how communaatistance and carrier sense range

affect the network throughput.

Equation (3.13) becomes clearer if simply assuratettie six interferers are @l

apart from the receivegr Then, Inequality (3.11) becomes

6Pr (Dmin)
Suppose that is the path loss exponent. Equations (3.15) ariB]decome

d -a
6D

— =z, = Diin =% 6ZOd (316)

min
and

_1875.bd _1875b 1

"ol Kexf
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In other words,Te increases as the communication distadcelecreases as
predicted in [42]. Whenlcs=> Dmin, Te IS estimated as Equation (3.14) meaning fhat
increases as the communication distatidacreases. In this case tbgsmakes spatial
reservation more than necessary. In other wordsspatial reuse is not efficient. The
reservation has room to make longer communicatistance successful. The longer
communication distance can make more progressafar delivery and thus improves the

overall network throughput.

Therefore, given the communication distance, then@b carrier sense range
should beDnin. The reason is straightforward. dts > Dnmin the spatial reuse is not
efficient; If dcs < Dmin the spatial reservation is not large enough tovepre the

communication from collision.

Figure 16 showd, versusd for different dcs values based on equations (3.11),
(3.13) and (3.14). When the path loss exponent & communication signal travels
farther and causes stronger interference to othanwnications and much smallgr as
in Figure 18(a). However, when it is 4 as in a landbile environment, the effect
becomes significant as in Figure 18(b). Fromdbes point of view, wherdcs is large
enough, it is better to exploit the CS-protecteghaand deliver data packets as far as
possible within the CS range (large communicati@mtadced). See mark (i) in Figure
16(b). Whendcs is not large, a better performance can be obtabedhortening the
communication distance even though it increasesdpecount between the source and
the destination (mark (ii)). From the communicatiistance’s perspective, when short
communications are frequent, tbg;, required is smaller and Equation (3.14) applies.

increases adcs decreases (or less sensitive carrier sensingidasated (iv) in the figure.
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CHAPTER IV

IMPROVING SPATIAL REUSE VIA PACKET SALVAGE

One important observation in Section 3.5 is thatgkerformance of a multi-hop
network greatly depends on the CS threshold andwornication distance. This chapter
proposes théviultiple Access with Salvation ArnfiMASA) protocol that uses a fixed,
higher CS threshold (smalladcs) to increase the spatial reusability and solves th
collision problem from hidden terminals via packatvaging. It essentially reduces the
communication distance on-the-fly by breaking oap bommunication into two shorter-

hop communications when it is beneficial.

This chapter is organized into three sections. dotiSn 4.1, some related work
including the existing packet-salvaging schemeshatnetwork and MAC layers, are
discussed. In Section 4.2, the details of the meg@gacket-salvaging MAC algorithm,
MASA, are presented. Finally, in Section 4.3, #sults of extensive simulation based on
ns-2 [43], which has been conducted to evaluatewsiperformances using metrics such
as packet delay, packet delivery ratio, routingtadnoverhead, and packet queuing

requirement, will be reported.

46
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4.1  Packet Salvage

This section provides an overview of the existiaghet-salvaging schemes at the

network and MAC layer in Subsections 4.1.1 and24 /espectively.

4.1.1 Routing-Layer Packet Salvage

For a collided packet, one possible salvaging solust the network layer is to
relay it via an alternative path in order to avthi¢ congested area and to exploit unused
area. This may improve the performance signifigaimtcause a link breakage, even
though it is temporary, could cause serious perdmoa degradation if it is
misinterpreted as a permanent link error. A nundfgrackets already in flight could be
lost and a routing protocok.g, DSR [44], would initiate a new route-discovery
procedure that basically floods the network witimtcol messages, making the situation

worse or the problem more likely to persist.

In the DSR, an optimization technique known as Keasalvaging” [44] is used
so that the node encountering the forwarding failaovay search its local storage for
alternative routes. If a route is found, it is udedforward the undeliverable packets
without resorting to an expensive route-discovempcpdure. The “local repair”
mechanism in the AODV routing protocol [45] Usesimilar technique. Valerat al.
suggested a distributed packet salvaging schemmdoe improvement [46]. every node
maintains a small buffer for caching data packie& pass through it and at least two

routes to every active destination. When a dowastr@ode encounters a forwarding
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error, an upstream node with an alternative rositeal as the pertinent data in its buffer

can be used to retransmit the data packets.

However, the above-mentioned packet-salvaging sebein not keep the sender
from initiating an expensive route-discovery pragedbecause the original goal of these
schemes is to save packets in flight. Moreoversealschemes are triggered only after a
lower-level protocol has attempted a number of simvéhout a success. For example, the
DCF [24] retransmits four times before the linkoeris reported to the higher-level
protocol. Each retransmission not only wastes messusuch as node energy and channel
resource but also extends the packet delay. Shqads routing protocols aggravate the
situation because they prefer a longer per-hop aomvation distance, and the

corresponding wireless links are more prone to teamy breakages [47].

4.1.2 MAC-Layer Packet Salvage

Non-deterministic packet salvaging at the MAC layes recently received
significant attention to deal with frequent, termgogrlink errors quickly and efficiently
[48-52]. It is more direct and efficient than rangtilayer packet salvage because each hop
connection is established for communication atlitilelayer. This subsection overviews

four MAC-layer packet salvaging schemes.

* Biswas and Morris proposdtktremely Opportunistic Routgn(EXOR), which
defers the choice of the next-hop node among teecpmputed candidates
until after the previous node has transmitted thekpt via its radio interface

[48]. Based on the number of hops to the finalidasbn and the past history
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of delivery ratios, the sender prioritizes the dgdates and includes the list in
the packet header. Each candidate competes to bezoaceiver by delaying

its reply for the amount of time determined bypt®rity in the list.

Blum et al. proposedmplicit Geographic ForwardindIGF) which is also a
non-deterministic algorithm [49]. As iGeographic Forwarding(GF) [53],
the sender has position information of its neigkbas well as the final
destination node of its packet. However, unlikésiR, the choice of the next-
hop node is not determined by the sender but bypettion among the
candidates as in the EXOR scheme. The sender ttansnOpen RTSno
intended receiver is specified) and each candidalays its response (Clear-
to-Send or CTS) for an amount of time determinedth®y distance to the

destination and the remaining node energy.

Zorzi and Rao presenté&sleographic Random Forwardin@eRaFR, which is

basically the same as IGF but the competition srdinated by the sender
with two control messages, called CONTINUE and CG3IDN, in addition

to RTS and CTS messages [52]. In GeRaF, the trasg&micoverage area of
a sender, only in the direction of the final destion, is divided into a number
of regions. When a sender transmits an RTS, ang mothe closest region to
the destination responds with a CTS. When no CT8emd, the sender
transmits a CONTINUE message so that the nodekennext region can
respond. When more than one CTS are sent, the rskades a signal but is
unable to detect a meaningful message. In this, ¢asesender transmits a

COLLISION message, which will trigger a collisioesolution algorithm [52].



50

* In theStateless Non-deterministic Geographic Forwardi8/GF) algorithm,
which is part of the sensor network protoS#IEED[50], each node computes
the forwarding candidate set for each destinaomember node of which is
a neighbor and is closer to the destination than rtbde itself. Location

information of the node as well as the destinaisomecessary in SNGF.

The above-mentioned schemes depend either ondadatormation [49, 50, 52]
or use a link-state flooding scheme [48] to helpedaine the salvager among multiple
candidates, which may not be feasible in real imgletations. The MASA algorithm
presented in this dissertation is a practical net@aninistic MAC algorithm that requires
neither the location information nor the link stggmpagation. Note that MAC-layer
packet salvaging targets temporary link breakagsamaing that the current routing path
is still usable while network-layer packet salvagsttempts to save packets in transit
(and initiates a new route discovery as in coneaati routing algorithm) assuming that
the routing path is no longer usable. If a commaitioe attempt fails due to a short-lived
temporary problem, a new route discovery is noessary at all, thus favoring MAC-
layer salvaging. However, if a communication attefags due to a permanent problem
such as node mobility, MAC-layer salvaging may b&do save the current packet but
not the next one because the receiver moves faathay from the sender. Network-layer
salvaging is invoked by saving the packet at hamavell as those in transit along the
routing path. In other words, they play roles iffedtent areas and improve the packet-

delivery capability synergistically if both of theame employed.
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4.2  Multiple Accesswith Salvaging Army (MASA)

This section presents details of the proposed paateaging MAC algorithm,
Multiple Access with Salvation ArnfiASA). The issues such as how to salvage the

collided packets and how to elect the salvagingeneil be addressed in this section.

4.2.1 Overview of MASA

In order to increase spatial reuse MASA adoptghéri CS threshold. In order to
mitigate the interference problem caused by thédrigCS threshold MASA adjusts the
communication distance on-the-fly by salvaging maskat the MAC layer. A key idea of
MASA is that even if an intended receiver could meteive a data packet due to
interference, a third party node among those inwéenh the sender and the receiver,
called thesalvation army “captures” or “salvages” the packet and then &nog the

salvaged packet to the receiver.

MASA has several significant benefits. First, sitise salvaging node, referred to
as the salvager, is between the sender and theegdeis obvious that MASA'’s salvage
makes delivery progress to the receiver. This g@\aso makes the subsequent packet
forwarding from the salvager more robust againstrfarence than the retransmission
from the original sender. Secondly, MASA tries t@leit the benefits of both shortest
path and short-distance communication. When nas@oil occurs MASA delivers the
packet by using the shortest path obtained by dling algorithm. If collision occurs

MASA breaks the shortest-path link into two shodestance communications in order to
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salvage the collided packet. Finally, MASA can reglihe false alarm for live link. If
MASA does not salvage the packet, the sender wettansmit. Because of the
interference to the receiver, the retransmissiouldcdail again. After the failure of
several attempts of retransmission, it will regorthe upper layer that the link is broken.
However, that link is still alive. Since MASA redg the false alarm it prevents the
traffic source from broadcasting routing requestsdause unnecessary routing overhead.
The salvage in MASA is also helpful for offloaditige sender’s pending packets, and
thus for reducing the packet queue size and thieepaavaiting time in the queue. These

benefits will be verified in the Section 4.3 throwgimulation.

4.2.2 Packet Salvagein MASA

MASA is based on the DCF but does not use the o@ti®RTS/CTS exchange
because collisions in the absence of RTS/CTS s effectively masked by packet
salvaging. The MASA algorithm includes two new feanypes, calledalvaging ACK

(SACK) andSalvaging DATASDATA) as will be explained later in this subsent

Salvation Army

Figure 19:Salvation Army
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In wireless networks, nodes use broadcast as ogpdse point-to-point
communication, and therefore, data packets areadilpisent to multiple nodes in the
proximity of the sender at no extra cost. The $¢hase overhearing nodes are called the
Salvation Army A key idea in the proposed MASA protocol is thathird party node
(say, nodes) in the Salvation Armycaptures or salvages a data packet that hasexbbit
the intended receiver and then lets the packet makgress toward the receiver. This
procedure is shown in the Figure 19. Since the esesalvager distance is smaller than
the sender-receiver distance, there is a highdygibty that the salvages will receive
the packet successfully with and then completestiremunication session by replying
SACK to nodei. The salvages then forwards the data packet (SDATA) to the oadi
receiverj based on the usual defer and backoff procedurée M@t while ACK is
transmitted regardless of the status of the med®ACK is transmitted only when the
medium is free. This occurs in order to addresspbiential collision problem. The
modified MAC behaviors at the salvages),(the senderi) and the receiverj) are

described below.

As shown in the Figure 20, first, at the sendgrwhen an ACK is not received
during ACKTimeoutinterval, the sender concludes that the transamskas failed and
invokes its backoff procedure to re-transmit thekes In MASA, the sender cancels the
backoff procedure when it receives SACK, even afterACKTimeoutinterval. Second,
at the salvagers), it waits for anSIFS upon successful reception of a data packet and
checks the channel status (BUSY or IDLE), using B@S supported by the IEEE
802.11-conformant hardware [24]. This determinestivr it is necessary to salvage the

packet or not. If ACK is received (more accuratefythe channel status changes to
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BUSY), it cancels its salvaging activity. Otherwisie starts itssalvaging backoff
procedure(to be explained shortly), and accordingly transrSIACK to the sender. Then,
it starts its normal backoff procedure to forwand tlata packet (SDATA) to the receiver
(1) who then replies with an ACK to the salvager rafie SIFS period. Both the sender
and the salvager would retransmit the same pacle-@pecified number of times as
defined in the DCF if they do not receive ACK or @A Note that MASA does not
allow a salvaged packet to be salvaged again. i§thecause consecutive salvages of a
packet make it travel along a longer detour patxaby potentially losing the benefit of
MASA. Third, at the receiverj), it may receive the same data packet more thae on
from more than one salvager. How this problem (dapd reception) is handled in

MASA will be explained in the next Subsection.

Sender (i) Salvager () Receiver (j)
\
\
>
Q DAT A
“ \ ............................
gI t SIFS
Byl - 0 T ACK """~ ACK
= L N - R
_______________ A
m Salvaging
=
n
v|: Salvaging
/ L]
SACK : DIF
- :

Figure 20:Salvaging Procedure
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4.2.3 Suppression of Duplicate Salvage

DATA (i = j)

FC| DI |Addr1 (j)| Addr2 (i) Addr3¢)| SC | Addr4¢)] Date |CRQ

SACK (s= i)

_ * SACK has the
FC| DI |Addrl (i))CR(Q

SDATA (s ))

FC| DI [Addrl (j) Addr2 (s| Addr3(-)| SC | Addr4(i)] Date |CRC

ACK (j = s) * SDATA has Retr-bit set in FC, send-generate

J

FC| DI |Addrl (s|CRQ

SDATA (t= )

FC| DI |Addrl (j) Addr2 (t)] Addr3(-)| SC | Addr4(i)] Date |CRC

*
ACK (| = 1) Two nodes (s and t) may attempt to salvag

Fc| DI |Addri (tjcrg same packet but the receiver filters out using the

(FC: Frame control, DI: Duration/ Connection ID,:S&quence control)

Figure 21:Format of MPDU Frames in the MASA Protocol

It is possible that more than one node salvagesdh® packet and the receiver
receives the same packet more than once. Suchcaligplpackets can be filtered out
within the receiver MAC based on the original fuonality of the DCF, calleduplicate
Packet Filtering[24]. This algorithm matches the sender addréskli2 in Figure 21)

and the sender-generat8dquence Control NumbgCN of a new packet against those
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of previously-received ones. If there is a matble, ieceiver transmits ACK but does not
forward the packets. This does not solve the almertioned problem in MASA because
duplicate packets from different salvagessuidt) include different identities than node
in Addr2 field. The approach in MASA is to use awndata type, SDATA, which
includes the original sender’s addres&\ddr4 (logical addresdield) so that the receiver
can use this address rather than the salvagerssd@kedr2) when it compares against

the stored information.

4.2.4 Determination of a Salvager among Salvaging Army

When more than one node is able to salvage a packetlision, the candidate
that can make the greatest progress should baeglé®r this purpose, assume that each
node maintains neighbor list and signal qualityinfation for its neighbors. It is not
difficult to keep track of the node’s neighbors &ese each node overhears every other
neighbor’'s communications. The signal quality facke neighbor can be obtained using
the previous signal it received from the particuteighbor. The functionality of PHY
layer of IEEE 802.11 is modified to support thigi¥Player of the IEEE 802.11 checks
the Received Signal Strength Ind@®SSI) of the signal to inform the channel stétus
the MAC layer (CCA signal) [24]. In MASA, the PHMayer is assumed to inform not
only the channel status, but also the RSSI infoiomato the MAC. When a sender
transmits a MAC frame, assume that the frame iredutie signal quality information for

the receiver.
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When nodes receives a data packet that is not intended fahét node evaluates
its eligibility as a salvager using the followingd rules. (i) The specified sender as well
as the receiver must be in the neighbor list ofer®dii) When nodes overhears a SACK
for the packet it is about to salvage, it shouldced its salvaging activity for that
particular packet. (iii) In order for noddo make progress toward the receiver, it must be
nearer the receiver than the sender. Nedpeculates this condition based on signal
strength information as mentioned earlier. (iv) Bednust not have a pending packet at
its MAC-layer software. (v) Nodedoes not have a recent history that it failecotevard
a packet after salvaging for the same pair of nodlee neighbor list mentioned earlier
can be used for this purpose as well. This is ingmbbecause a node that is ignorant of a

broken link might consecutively fail to forward @&ts but continue to salvage them.

If a node is considered a legitimate candidatstatts its salvaging activity at
time to after waiting for an ACKTimeout interval as shownFigure 18. Then, it chooses
its salvaging backoftime (ts) within the salvaging interval(Ts), during which it is

allowed to salvage the packet.

* Tsi can be considered the opportunity window operatgagiers, which begins
attp and must end before the next data transfer beBased on the operation
principle of the DCF,Ts; = ACK transmission time + DIF&s shown in
Figure 20. This is because nodes in the proximitythe communication
between nodesand;j would wait for ACKTimeout in order to allow the ipa
to complete their communication. An additional DIESavailable because it
is required for a new data transfer to start. Nazlgside of TRmay corrupt

the salvaging activity by transmitting their owncgats during salvaging.
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However, based on the DCF specification, they woudat EIFS (Extended
IFS) before starting their own transmission [24], whiwrns out to be the
same opportunity window to salvagers because E$FSet toSIFS + ACK
transmission time + DIFSFor simplicity, the propagation delay, is not

included because it is relatively small and caimgbered.

* tsis considered a priority among multiple candidafédse node that is closer
to the receiver should be elected as the salvagmause it can make greater
progress. The proposed MASA uses the signal quaditydetermine the
salvager. In other words, nodecalculatests, using both the signal quality

from the sendergfs) and from the receivery), i.e., t; =qs/q; *Tg . This is

based on the assumption that the signal qualitgctlyr corresponds to
distance. Even if the assumption is not valid, Hrisitration rule still works

well and it simply becomes a randomized algorithm.

Figure 22 summarizes the proposed MASA algorithm.
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/I MASA (Multiple Access with Salvation Army) at node

/Il when it receives a frame _ _
Upon receiving a frame from nod€Addr2) to nodg (Addrl)

if (s==]j) // nodesis an intended receiver
{
transmit (ACK);

if (SC, Addr2)-pair] pairs of recently received packets) return;
_ _ _ /I duplicate reception of a frame (DATA
if (SC, Addr4)-pair] pairs of recently received packets) return;
/I duplicate reception dfaame (SDATA)
send up to network layer (frame); /I let iwdard to the next intermediate node

}

else // nodsis potentially a salvager

if (Addr4 = EMPTY) return; /l do not salvagesalvaged packet
if (i orj O neighbor set af) return; // eligibility test

if (pending packet in the queue) return;

if (failed to forward for the same node pairj] recently) return;

if (ACK received fronj during ACKTimeout) return; _ _
// do not salvage if the receiver getsidcessfully

// communication was not successful; salvaging activists

ts = random(0;Ts); Il otts =q,/q; xTs; , determings within Tg
if (SACK received durinds) return; // do not salvage if it is salvaged by haohode
transmit (SACK) td; /I now, it's time to salvage
) engueue (frame); /I put into the packet queue
/l when packet %ueue iS not empty
Upon being ready to transmit a frame
dequeue (frame); /I retrieve from the paqketue
Addrl =j; Addr2 =s; /I receiver & sender
if (the frame is a salvaged one for node pai)( Addr4 =i;
else Addr4 = EMPTY; /I for duplicate packiefing

transmit (frame);

Figure 22:MASA Algorithm
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4.3 Simulation and Evaluation

The performance of the MASA algorithm is evaluatisthg thens-2[43], which
simulates node mobility, radio network interfacasd the DCF protocol. Théwo-Ray
Ground Propagation Modek assumed with a radio transmission range off@=ihd a
data rate of 2 Mbps. In order to show the benefitthe packet salvaging, Subsection
4.3.1 presents the simulation result of a simpleadd 5- node scenario with a single
interferer. More realistic scenarios with more thet nodes and the corresponding

simulation results are presented in Subsection 4l 4.3.3, respectively.

4.3.1 Benefit of Packet Salvage with a Single Interferer

Figure 23 shows a simple communication scenarib wiand 5 nodes. Node pair
i-] is the primary focus while node paB provides interfering signals. Nodesends
512-byteConstant Bit RatéCBR) or TCP packets to nogleNodeA also sends 512-byte
CBR or TCP packets to nod® In the Direct scenario in Figure 23(a), theresexino
salvager candidate between nodesndj; thus SINR at nodg¢ is always low and the
communication is easily subjective to interferefioen nodeA. On the other hand, in the
Salvaging scenario in Figure 23(b), noslas capable of capturing and salvaging a
collided packet at nodg thus nodg receives a stronger signal with high SINR from

nodes. SINR at nod¢ in the Direct scenario is (400/25@r 8.16 dB for the packet from
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nodei, which is smaller thaiz, . In the Salvaging scenario, however, it is (4601 or

15.92 dB for the packet that has been salvagesiwhich is larger tharz,.

250 400m 200
Ve A N ~ ™ A N
O — > @ o—o
[ j A B

(a) Direct scenario

90m 160n 400n 200n
(_A_\ (_‘H/' A Y A N
[ T T R I o——o
[ S j A B

(b) Salvaging scenario

Figure 23:Simple Salvaging Communication Scenarios

Figure 24 compares instantaneous throughput, meésat every simulated
second, with CBR and TCP traffic. As shown in thguFes. 24(a) and (b), the Salvaging
scenario offers a higher aggregate throughput tharDirect scenario with CBR traffic
even though the average number of hops betweecothenunication pairi{j) is larger.
This is also true with TCP traffic as drawn in thgures 24(c) and (d). Moreover, the
Direct scenario exhibits unacceptably serious umésis, which is a well-researched
phenomenon observed by Xt al [54]. According to their observation, the thropgh
of one TCP session can be almost zero while therofiP session monopolizes the
channel bandwidth. The simulation results confitrattthis is also the case with CBR
traffic and infer that the capture effect and padadvaging may alleviate the unfairness

as well as the performance problem.
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Figure 24:Effect of Packet Salvaging with Simple Communicat®cenarios

4.3.2 Simulation Environment with Multiple Interferers
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The previous subsection shows the benefit of pasiaktaging in MASA on a
small network with a single interferer. The followgitwo subsections present the merits
of the proposed MASA algorithm in more complex alagger network scenarios.
Protocols to be compared are MASA, DCF2 (DCF witheti'S/CTS) and DCF4 (DCF
with RTS/CTS). DCF2 is included because MASA does incorporate the RTS/CTS
handshake, either. Note that, in general, DCF2 evtapms DCF4. This is counter-
intuitive but has been predicted by a number otaeshers [55] and has also been
observed in this dissertation. It is observed, hmwnethat DCF2 degrades more
significantly in comparison to DCF4 with thehadowing radio-propagation model
Randomness in radio propagation makes the RTS/@n8shake more useful. This issue

will be discussed later in the next subsection.

The performance evaluation is based on the sinomlatf 100 mobile nodes
located in an area of 380500 ni. The CS distance is assumed to be 550m and 350m
with the DCF and the MASA, respectively. AODV ragialgorithm [45] is used to find
and maintain the routes between two end-nodesdatsetraffic used in the simulation is
CBR and TCP traffic. In case of CBR, 40 sourcesegae three 256-byte data packets
every second. Destination nodes are selected rdpd®he Random Waypoint Mobility
Modelis used in the experiments with the maximum nquked of 5 m/s and the pause
time of 100 seconds. The simulation is run for 886onds and each simulation scenario
is repeated ten times to obtain steady-state pe#ioce metrics. For more accurate
performance evaluation, different routing algorithnfDSR [44]), and different

propagation models are used. Various traffic intessin terms of packet rate and the
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number of sources and various numbers of nodesat® used to observe the

performance scalability of the DCF and the MASA.
In the experiments, the following aspects of sigragdture are assumed.

* When two packets arrive, if the first signal is BOfZ,) stronger than the

second, then the first signal can be successfelteived. However, if the
second signal is 10dB stronger than the first, heeitpacket is successful
because the receiving node has already startedidgcthe first signal and
cannot switch to the second immediately. Thisndact, the way that the ns-2
is implemented. However, in the latter case, iffirg signal is weaker than
the receive threshold but larger than the CS tlaldskhe receiver can receive
the second signal successfully. Since ns-2 stipsliboth packets in this case,

it is modified to reflect this fact.

* The SINR computation requires two samples of theadj the desired signal
and the signal with interference, and their avditgbis assumed for

computation.

The signal strength comparison for determining wapg is on a per-packet basis
in ns-2. That is, if multiple interfering packetsen® to be received, they are only
compared individually, not their combinations. Nss2modified to simulateadditive

interferenceif concurrent multiple interfering signals exist.

4.3.3 Resultsand Discussion
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General Network Performance

Figure 25 shows the network performance with reisgec node mobility
represented by pause time. Note that 900 secongause time means a static scenario
while 0 seconds mean a constant-moving scenagorés 25(a) and (b) show tRacket
Delivery Ratio(PDR) and packet delay with CBR traffic. While tR®R of MASA is
equal to that of DCF2 as shown in the Figure 25(ag,clear from the Figure 25(b) that
MASA outperforms DCF2 and DCF4 in terms of packetag, showing a 53~85% and a
59~86% reduction, respectively. A major factor thantributes to reduction in packet
delay is fewer false alarms for live links. Eactklerror report in AODV triggers a route-
discovery procedure causing the packets in traassitvell as the following packets to
experience a large delay until a new routing patfound. It also causes network-wide

flooding of RREQ packets that waste a substantmumt of wireless bandwidth.

The large reduction in packet delay with the CBRIffiz motivated us to
experiment with TCP traffic because TCP behaveptaddy according taRound Trip
Time (RTT) estimate. 40 TCP connections are simulatethé same ad hoc network
environment. The aggregate end-to-end throughpditresponse time are plotted in the
Figures 25(c) and (d), respectively. As shown mfigures, the MASA achieves as much
as 27% and 45% higher throughput than DCF2 and DBE4ponse time is reduced by
70% and 58%, respectively, as seen in Figure 28(®).concluded from the figures that
in general the MASA protocol and its MAC-layer patlkalvaging mechanism improve
the network performance, particularly for TCP-baapglications. More importantly, the

MASA would be best suited in application scenavitere delay is a primary concern.
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Figure 25:Performance Comparison with Mobility

An interesting observation from this simulation ulesis that performance
degrades as node mobility decreases (during 100s&@fnhds with CBR traffic in Figure

25(a) and (b), and during 100-300 seconds with Tr@fic as drawn in Figure 25(c) and
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(d)). The same phenomenon was also reported in {Bé]authors of which explained
that this is due to a higher level of network castgm and multiple access interferences
at certain regions of the ad hoc network. With nmatke node mobility, every node
experiences overloading when it happens to bedrcémter but the problem disappears
when it moves away from the center. With less niybithe same set of nodes in the
center stay overloaded and thus, they become setoitlenecks in the network.
However, as node mobility decreases even furtivde,drrors are reduced significantly
and thus the negative effect is cancelled out. \duititive interference is considered, as
explained in the previous subsection, overload We# more significant and the
corresponding negative effect will continue wellytwed the case of unmodified ns-2

simulation without additive interference.

Overhead Analysis

MAC and routing overhead, data overhead, and paguetie size have been
measured during the simulation. Figure 26 showotleehead analysis results with TCP
traffic. First, Figure 26(a) presents various oeeth traffic:Address Resolution Protocol
(ARP) traffic (almost negligible), MAC layer contréraffic (RTS, CTS and ACK),
routing control traffic (RREQ, RREP and RERR) andTA traffic (TCP data and TCP
Ack). Since MASA encourages more concurrent trassions due to its lower carrier
sense range, it shows more DATA traffic, indicatthgt MASA uses more bandwidth
for useful data transmission than DCF2 and DCF4 .ifstance, with the pause time of O
seconds, data traffic takes up 91% of entire wrafficase of MASA while it is 83% and

71% in DCF2 and DCF4, respectively. Like DCF2, hibws less MAC layer control
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traffic than DCF4 because it does not use the RTS/Gandshake. MASA generates the

least routing control traffic, which is detailedkigure 26(b).
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Figure 26:0Overhead Analysis with TCP Traffic
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However, as far as the data transmission overhefidismissions) is concerned,
MASA is disadvantageous. Figure 27(a) shows thebanraf TCP packets transmitted at
the MAC layer for each successfully-delivered TGRKet. They are 1.65, 0.84, and 2.08
packets for DCF2, DCF4, and the MASA, respectivelgh the pause time of O seconds.
Since the DCF4 algorithm employs the RTS/CTS exghdmefore transmitting a data
packet, it results in fewer collisions on data mskand thus reduces the number of
retransmissions compared to DCF2 and MASA. In coispa with DCF2, the MASA
algorithm incurs more overhead mainly because efréduced CS zone. Nonetheless, it

does not overshadow the advantage of MASA as ajlreaeh in Figure 25.

No. CBR pkts per delivered CBR pkt Packet queue size
3 8
B DCF2::DCF40 MASA B DCF2:'DCF40 MASA
- ] 6 .
21+ T = ————
4
1 i | |
2 .
0 B T T T T T T T Tl 0 B
0 20 50 80 100 300 600 900 0 20 50 80 100 300 600 900
Pause time (seconds) Pause time (seconds)
(a) Normalized data overhead (b) Packet queue

Figure 27:Another Overhead Analysis with TCP Traffic

A primary advantage of MASA is short packet del&pe investigation shows
that packet queuing delay is an important ingredien this. Once again, making

progress via packet salvaging facilitates a matilde’s quick offloading of the pending
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packets and therefore, it helps to keep its pagkeue at the routing layer as short as
possible. In each of 900 seconds of simulation,rthves information about packet queue
size is collected every 10 seconds at each nodéharalverage statistics across all mobile
nodes in the network are calculated. As shownguie 27(b), each node has, on average,
about 5.39 and 3.06 packets in its queue with Da#® DCF4, respectively, while this

number is 1.57 with MASA. Similar observations héeen made with CBR traffic.

Salvaqging Efficiency

Since MASA salvages collided packets, it would btenesting to know how
many packets are actually salvaged, which is céla@ldaging Ratipand how many of
them are successfully forwarded to the originaknegrs, which is calledrorwarding
Efficiency Figures 28(a) and (b) show them with CBR and Ti@Ric respectively with
the pause time of 100 seconds and the maximum sk of 5 m/s. The salvaging ratio
is about 31% with CBR and 11% with TCP. This higpercentage of packets that is
salvaged with CBR means that there are more pachietions at their first transmission
attempts. This is partly because TCP generatedrkgffis than CBR in this scenario. The
light traffic causes little interference and fewgacket drops, which leads to fewer
salvaging. On the other hand, the forwarding edficy is 80% with CBR and 91% with
TCP. Most of the salvaged packets are forwardedesstully but TCP traffic results in

better efficiency. This is also attributed to treffic volume they generate.
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Figure 28:Salvaging Efficiency of MASA

Scalability

Scalability of MASA is evaluated in terms of difést numbers of nodes (node
density) and communication pairs (traffic intenkitiyigures 29(a) and (b) show the PDR
and throughput with different numbers of conneaidhcan be inferred from the figures,
particularly from Figure 29(b), that the proposeA3A consistently outperforms DCF2
and DCF4 regardless of the traffic intensity. Iotfgahe advantage of MASA becomes
more pronounced as the number of connections isesealhis is because the MASA
encourages more spatial reuse and thus is mordidahd backlogged nodes can be

found in any of the reusable spatial area.
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Figure 29:Effect of Traffic Intensity and Node Density

Increasing the number of nodes is especially helpfuMASA as shown in

Figures 29(c) and (d) because more candidates ilnegwio help others by salvaging
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collided packets. Because DCF2 and DCF4 generallige more route-discoveries than
MASA, increasing the number of nodes directly tfates to the exponential increase of
routing control overhead. In Figure 29(c), MASA salsohigher PDR than the other two,
irrespective of the number of nodes; however theiganore prominent as node density
increases. Since TCP sources adapt their databested on network feedback, the
network performance will not be drastically degm@ddeowever, MASA still outperforms

DCF2 and DCF4 as in Figure 29(d).

Effect of Routing Protocols
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Figure 30:Effect of Routing Protocols

One of the main differentiating characteristicsha proposed MASA protocol is
its independence from upper layer protocols. So dffect of routing protocols is
discussed here. Figures 30(a) and (b) show thenpeathce evaluation with a different

routing algorithm, DSR. 40 CBR sources generate fiaékets every second in this
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simulation. The simulation results show that thdgrenance advantage of the MASA is

consistent regardless of the routing algorithm eysd at the network layer.

Effect of Unrdiable Links

Recent experimental studies show that the shoftegi count) path does not
always provide the best performance because it llysgansists of longer hop
communications, each of which is easily subjectivanterference with a small SINR [47,
57, 58]. In order to see how MASA performs in aqbal environment, a set of
experiments has been conducted with $ihdowing Propagation Modélstead of the
conventionalTwo-Ray Ground Propagation ModéAs introduced in Subsection 3.1.2,
shadowing is caused by the lack of visibility betwewo communicating nodes and it
causes slow variations over the mean received poWws mean received power is
calculated deterministically based on the commuisinadistance. The randomness of
channel is described by a log-normal random vagijaile distribution function of which
is Gaussian with zero mean and a specfi@ghdard DeviatiorfSD). MASA is expected

to be more advantageous over a random channeldeeoéiis adaptability.

Before presenting the simulation results, FiguréaBlshows how the radio
channel behaves with the shadowing model by priegerthe success ratio versus
communication distance using ns-2. In case of SM.0fdB, the shadowing model is
equivalent to the deterministic two-ray ground maaed thus the success ratio is 100%
if the distance is less than 250m (the transmissimge). Otherwise, it is 0%. As SD
increases, more communications fail even if theadse is less than 250m, and more
communications succeed even if the distance is elondhan 250m. When the

communication distance is 200m, the success rati#t?% with SD of 10dB. Less than
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half of the transmission attempts can be success@n if the communication distance is

shorter than the transmission range.
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Figure 31:Performance with Shadowing Model with CBR Traffic
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Figures 31(b) and (c) show the effect of channetdoanness on the network
performance such as PDR and packet delay with 8 €affic. MASA consistently
outperforms DCF2 and DCF4 in terms of packet dels/,shown in Figure 31(c).
However, this is not always the case with PDR, lasve in Figure 31(b). It loses its

advantage when SD becomes extremely large, subbods

This can be explained with Figure 31(d). Since MASalvages collided packets,
it would be interesting to know how many packets actually salvagedélvaging ratio)
and how many of them are successfully forwardethéooriginal receiversf¢rwarding
efficiency) Figure 31(d) shows that the salvaging ratio amavérding efficiency are
about 40% and 80%, respectively, when SD is OdBreMban a third of the packets are
salvaged (since they are collided) and most of thema forwarded successfully,
demonstrating the effectiveness of the MASA algwnit When SD is 10dB, the
salvaging ratio is as high as 59% but the forwaydifficiency is as low as 57%. Only a
half of the salvaged packets are forwarded suagissiue to the low success ratio, e.g.,
42% as explained earlier. Even though some of ts¢ packets are salvaged and
forwarded successfully to the next-hop node (59%7% = 33.6% of packets), many
others are ultimately lost in spite of neighborsiphto salvage them. Their help in this
case makes the channel contention even worse, ad@ugethe network performance
without yielding any benefitPacket salvaging does not help when SD is 10dBtHmut
performance benefit of MASA is observed up to a &CBdB. Packet delay in Figure
31(c) decreases when the network environment isemandom. This should not be
interpreted as an improvement because fewer packetsdelivered to the desired

destinations.



CHAPTER V

IMPROVING SPATIAL REUSE VIA COLLISION AWARENESS

Chapter IV exhibits how MASA improves the spatilisability by encouraging
more concurrent communications while salvagingdabiided packets. This mechanism
takes effect after collisions have occurred. Esaiytit is a post-collision method. In
comparison to MASA, this chapter proposes a présaoh method calledCollision-
Aware DCF(CAD) that is another enhancement of DCF. CAD olision-avoidance
mechanism like DCF. However, it takes into accoawlditional factors such as
communication distance, packet size, transmit ratg] interference. The collision

avoidance mechanism of CAD is much more efficibantthat of DCF.

Section 5.1 begins the chapter with a summaryegthisting collision avoidance
techniques including transmit power control, dil@tal antenna control and carrier sense
control. Section 5.2 follows with a presentationtloé details of the proposed collision-
aware MAC algorithm, CAD. Section 5.3 concludes timapter by reporting on an

extensive simulation based on ns-2 [43].

77
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51  Survey on Collison Avoidance Techniques

This section summarizes the recent work addresbmgollision avoidance issue
based onTransmit Power ControlTPC), Directional Antenna Control(DAC) and

Carrier Sense ContrgICSC) techniques.

5.1.1 Transmit Power Control

TPC is designed to apply the lowest transmit pomesessary to maintain the
communication between the sender and the recelves.lowest transmit power insures
that the transmission minimizes the interferenceotiser communications; thus, the

collision can be alleviated.

In general, a TPC scheme requires a node to dyadlyniadjust the transmit
power according to the link quality, which is ofterpressed by link distance, signal
strength or successful transmission ratio. Typib&lF based TPC schemes exploit
RTS/CTS exchange to detect the link quality and thetermine the optimal power level
used to transmit Data frames. In order to avoidissohs, maximum transmit power is
usually used for the RTS/CTS handshake while minimecessary transmit power is
applied for Data transmissiofiRower Controlled Medium Acceg®CMA) protocol
proposed in [59, 60] employs a variation of RTS/G3&hange, calleRequest-Power-
To-SendRPTS)Acceptable-Power-To-SerfdPTS), to negotiate the transmit power for
Data transmission. In addition, @ower-based interference graph [59] is built to

smartly control the transmit timing and power. Hoese a serious problem with most
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TPC-based protocols is that TPC causggmmetric linkshat would fail the symmetric-
links-required routing protocols. Moreover, tagymmetric linksmight make it more
difficult to handle collision avoidance. [61] intocesPower-Stepped ProtocgPSP) to
eliminate theasymmetric linkeffects, but it is limited by some requirementsnetwork

topology, node density and mobility.

5.1.2 Directional Antenna Control

Applications of directional antenna can signifidgminprove spatial reuse since it
makes more concurrent transmissions possible insdrae interference domain. To
exploit the benefits of directional antenrzirectional Virtual Carrier SensingDVCS)
technique is introduced in [62], and some MAC peots using directional antennas are
proposed in [63-65]. Unfortunately, directional nsenissions could make the hidden
terminal problem more serious than omni-directiom@nsmissions because more
potential interferers are deaf to the ongoing comioation. Additionally, a sender using
directional antenna must know the location of titended receiver to turn over the beam
to the right direction. Furthermore, directionartsmissions require the line of sight
propagation environment. Thdultiple-Input Multiple-Output(MIMO) system [66] is
introduced to overcome these problems. Howevenakes the system much more costly

and dramatically increases the complexity of taegmitter and the receiver.

5.1.3 Carrier Sense Control
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Recent literature indicates that CSC has been deresi as an alternative solution
based on the assumption that the CS thresholch&bkel within the detect sensitivity of
the hardware [67]. A higher CS threshold can erageimore concurrent transmissions,
but at the cost of more collisions. On the otherdha lower CS threshold reduces the
collision probability but requires a larger spatiabtprint and prevents simultaneous
transmissions from occurring. It potentially limitse network throughput. Obviously,

there is a tradeoff between high spatial reuserardased chances of collisions [67].

Fuemmelergt al. studied the collision prevention conditions instiebntext and
concluded that the product of transmit power andti@8shold should be kept to be a
fixed constant [68]. Zhuet al. used an analytical model to determine the opti@fal
threshold [69]. However, their analytical model da®t consider the influence of MAC
overhead and transmit rate, which has been addréss¥ang and Vaidya [71] and Zhai

and Fang [72].

While these studies focus on analytical modelofuiaining aggregate throughput,
Zhu, et al. proposed a distributed algorithm, calladaptive Physical Carrier Sensing
(APCS), which dynamically adjusts the CS threshiolf02.11 mesh networks [70]. This
scheme was improved recently by adding receive itggtys adaptation [73]. It is
considered as eeceivertechniquein the sense that a node is not allowed to recaive
weak signal even though it is stronger than thel@&hold. The node’s radio cannot be
lockedonto the first signal and thus becomes availableteive any late-arriving signals
[73]. In contrast, the proposed approach in thigptér is considered astansmitter
techniquebecause a node is allowed to transmit its penfiarge even in the presence of

carrier signal.
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52  Collison-Aware DCF (CAD)

This section presents the details of the proposadision-avoidance MAC
algorithm, Collision-Aware DCF(CAD). The collision-awareness of CAD is due to
sharing the spatial and time reservation requirésnamong neighboring nodes. Three
issues will be addressed in this section. Firsiy lave the reservation requirements
estimated? Second, how are they prepared andoditdi? Third, how are they received

and handled?

5.2.1 Overview of CAD

As introduced in Chapter II, 802.11 DCF renders @den to defer its
communication if it senses that the medium is biésy.the duration of deferment, each
packet carries in its MAC header a 16-bit numbemigroseconds during which the
overhearing nodes must defer. However, even if ddwier signal is detected, both
ongoing and new communications can be simultangausicessful depending on their
relative positions in the network and the statushef communication channel. In other
words, DCF defers more communications than necgssafavor of simplicity. In
addition, in the DCF, the time duration informatimentioned above is not delivered to

all potential interferers, particularly those tha¢ far from the sender.

The proposed method in this chapter, CAD, effidienitilizes the available
channel resource along both the spatial and tinrekions. In the CAD, a transmitter

estimates the optimal spatial and time defermequirements, which are adaptively
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based on the communication distance, packet siaesrit rate and the status of the
medium. The transmitter then propagates this indion by embedding it in the
transmitted frame. A potential interferer in theoximity estimates its own optimal
reservation and confirms two things before transmgtits frame: whether or not it
disrupts the ongoing communication and whether or the ongoing transmission
disrupts its communication. An important designisiea in the CAD is to embed the
spatial reservation and desired defer durationhe RHY header instead of the MAC
header. This is beneficial because a larger grdupemhbors receive this information

and behave more consistently.

The details of estimating, distributing and hangllithe spatial and time

reservation requirements will come up in the follagvsubsections.

5.2.2 Estimating Spatial and Time Reservation Requirements

The time reservation requirement embedded in a gbaisk the time period
required to protect the communication of the isguinde.This is similar to Duration/ID
field in eachMAC Protocol Data UnifMPDU) packet. It is 16-bit duration information
measured in microseconds and is used by each aadaittain the status of the medium
[24]. CAD does the same thing, but based on therimdtion included in th&hysical
Layer Convergence Protoc@PLCP) header of the frame that it receives. SanddAC
packet is not considered legitimate until the whpbket is received and its CRC
checksum is confirmed, the time reservation inDI@&F does not take the present packet

into consideration. However, in the CAD, since tAeCP header is received and
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confirmed for its integrity even before a node tstaeceiving the PHY payload, the time

reservation information includes the duration foe present packet as well.

The spatial reservation requirement in the CAD asda on the IR estimation

discussed in Chapter lll. It becomes more optinrsadach step of the 4-way handshaking

procedure progresses because the IR estimatiommescmore accurate with additional

information obtained from the previous steps. FegB2 shows the spatial reservation of

CAD. In the figure, node S is the sender and node tRe receiver. They are separated

with distanced. IRs and IRk are their interference range, respectively.

While an RTS frame is transmitted,dRust be reserved for the duration of
the RTS frame but IRmust be protected until the sender receives the @T
return. Since the sender just initiates the compatiun it is responsible for
making spatial reservation to protect the RTS reéoepat the receiver.

Therefore, the sender calculates the spatial raserv requirements as
SR=d+IRg =(1+4Z,)d , as shown in the Figure 32(a). The

communication distancd is assumed to be available based on the signal
strength measurements in the past. The time ragarvaequirement is thus
the RTS and CTS transmission time plus additionarlmead such as inter-

packet gap (known as SIFS) and propagation delay (

While a CTS frame is replied, §Rnust be reserved for the duration of the
CTS frame and IR must be protected until the receiver receives a®A

frame. However, since the CTS reception has alréady protected based on
the information in the RTS frame, the receiver amieds to concern about its

reception of the DATA frame. Therefore, the spatédervation requirement
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in the CTS is reduced tiiRg =4/Z, [d . However, during CTS transmission

the spatial reservation made by RTS is still effectso the overall spatial
reservation is as same as that during RTS tranemjsss shown in the Figure
32(a). The time reservation requirement in the GIge CTS and DATA

transmission time plus additional overhead mentaataove.

IR.+d

(b) While Data is Transmitted (c) While ACK is Transmitted

Figure 32:Spatial Reservation in CAD
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When a DATA frame is transmitted, the spatial resBon requirement is
shown in Figure 32(b). Since the sender does na tmamake the reservation
for the receiver’'s reception, it only makes resgovafor its ACK reception.

Therefore, the spatial reservation requirementhm DATA is reduced to
IRg =4/Z, [d . Due to this reduction, during DATA frame transsion the
spatial reservation SR = #R/ IRs, is minimized. In other words, both WS =

SR - IRRUIRsand VS = IRUIRs — SR are @. As shown in the Figure 32(b),

the exposed and hidden terminal problems are nicahdled. For the time
reservation requirement in the DATA frame it is tBATA and ACK

transmission time plus additional overhead.

Finally, when an ACK frame is replied, the receidwes not have any
reservation requirement. Only the sender’s resienvan the previous DATA

fame is effective as shown in Figure 32(c).

TABLE Ill:  SPATIAL AND TIME RESERVATIONS INCAD
Frame Spatial Reservation Time Reservation
RTS d+IRs = (1+ %) d TrTstSIFS+TerstA
CTS IRg =4/Z, [ TcrstSIFS+ThatatA
DATA IRg =47, [ Toata+SIFS+Tack+A
ACK 0 0
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As a summary, Table Ill shows the spatial and tieservation requirements of
each frame in the CAD, wherk is the propagation delay, angr§ Tcrs, Tpata and
Tack are the transmission time for the RTS, CTS, DATA ACK, respectively. Since
the transmission time of a frame is determinedheyttansmission rate and the frame size,

it is not difficult to estimate.

5.2.3 Preparing and Distributing Reservation Requirement

The previous section introduced the spatial and treservation requirements,
denoted here as REQ_SR and REQ_TR respectivelythEoconvenience of operation

the spatial reservation is translated into power.é¢xample, in the case of an RTS frame,
REQ_SR= R((4 Z, +1)m). For other framesREQ_SR isR((4 ZO)BJI). To get the

communication distanak, the CAD requires that each node maintains a beighg list
that contains the relevant signal strength inforomat(e.g. recent Received Signal
Strength IndicatioRSSI)) of each neighbor. In case no signal stremgibrmation is
available, the maximum communication distance spweading to the transmit rate is
assumed to estimate REQ_SR. Estimation of REQ_T#ased on frame length, frame

type and data rate.

When a backlogged node estimates REQ_SR and RE@t {hie MAC layer, this
information is added in the TXVECTOR and passedthi® PHY layer along with
PHY_TXSTART.request [24] as shown in Figure 33@HY layer prepares the PLCP
header as in the Figure 34, where REQ_SR and REQrd@ Bmbedded. It then transmits

the frame according to the transmit procedure §pdcin the 802.11 standard [24],
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which not only delivers the header to the receivet also distributes the reservation
requirements to the neighboring potential intererso that they can optimally decide
whether or not to comply. Data rate used for MPEh$mission is indicated by the 8-bit

SIGNAL field and the MPDU is transmitted upon PHYATA.request as in Figure 33(a).

PHY_TXSTART.request (TXVECTOR) PHY_DATA.request (DATA)
MAC ‘ ‘
v v
PHY SYNC, SFD | SIGNAL, SERVICE, LENGTH| REQ SR,REQ TR | CRC MPDU
CRC start CRCend Rate change start
(TXVECTOR includes REQ_SR and REQ_TR)
(a) Transmit Procedure
PHY_CCA.indicate (BUSY) PHY_RXSTART.indicate (RXVECTOR)
MAC T If (RSS! < REQ_SR and RSSI < REQ_$RPHY_CCA.indicate (IDLE) $ ......
| |
PHY I sync, sFD | SIGNAL, SERVICE, LENGTH| REQ SR,REQ TR | CRC MPDU
CRC start CRC end Rate change start

(RXVECTOR includes REQ_SR and REQ_TR)

(b) Receive Procedure

Figure 33:Transmit and Receive Procedures in the 802.11 &tdad

Embedding the reservation requirement of a trarsamsin the PLCP header has
two benefits: First, a neighbor can immediatelyed®ine if it is the potential interferer
of the ongoing communication when it receives th&€P header. Second, since the

PLCP header is transmitted at the lowest data itateaches nodes in farther distance as
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in Table I. While neighbors in direct transmit rangould not cause any trouble because
they hear the ongoing communication anyway, thoséaither distance are the most
critical potential interferers. In 802.11, they améibited partly by RTS/CTS exchange
and partly by EIFS as discussed earlier. Howeva&D @mbeds the requirements in the

PLCP header so that they are delivered to a lapgerp of neighbors in a simpler manner.

Indicating transmit

rate for MPDU Reservation requirements
— -~ - ~
SYNC SFD SIGNAL | SERVICE|] LENGTH | REQ SR | REQ TR CRC
128 bits 16 bits 8 bits 8 bits 16 bits 16 bits 16 bits 16 bits
PLCP Preamble PLCP Header MPDU
144 bits 80 bits

Figure 34:PLCP Frame Format (REQ_SR and REQ_TR are added)

5.2.4 Receiving and Handling Reservation Requirements

Figure 33(b) shows the PLCP receive procedure. Wgbacting a coming signal,
PHY_CCA.indicate (BUSY) will be issued to the MA@yer if the signal strength is
higher than CS threshold. Then PHY will begin skeg for Start Frame Delimiter
(SFD) and start to receive a PLCP header. If a Ph€&der is successfully received

(CRC check passes), the PHY_RXSTART (RXVECTOR) w#l issued to the MAC
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layer according to the 802.11. The RXVECTOR corgdime information of SIGNAL

field, SERVICE field, LENGTH field, RSSI, signal glity, and antenna used for receive.

In the CAD, RXVECTOR includes REQ SR and REQ_ TRaddition to the
information mentioned above. When a backlogged nosteives a PLCP header
successfully, it has to make two decisions: Whetbernot its communication is
successful if it transmits concurrently with theremt data transfer and whether or not
the current communication will be successful frénsmits. For the former question, the
node compares the RSSI of the incoming signal wstbwn spatial requirement, denoted
as REQ_SR In other words, the node defers if RSSREQ_SR because the strength of
the incoming signal exceeds the maximum interfezerevel that its outgoing
transmission can tolerate. For the latter, the nomlapares the RSSI of the incoming
signal with REQ_SR of the current transmissios, the node defers if RSSIREQ_SR
because the current communication would fail if tleele transmits. This is based on the
assumption that the link is symmetric; the RSSthaf incoming signal is equal to the

RSSI (interference) that the node would causedmtigoing transmission.

In summary, if RSSk REQ_SR or RSSI> REQ_SR, the medium is considered
busy and the node holds up its transmission. k¢hse, PHY will continue to receive
MPDU but NAV is set to a new value REQ_TR, whicloigtained from the incoming
PLCP header. On the other hand, if RSSI < REQ & RSSI < REQ_SR, the medium
is considered idle. In this case, PHY will issueYPiECA.indicate(IDLE) to the MAC
layer so that the node can transmit its frame etleugh there is an ongoing
communication. Therefore, CAD encourages more aoenticommunications as long as

they do not interfere with each other and thuseases the network throughput.
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53 Simulation and Evaluation

In order to evaluate the performance improvemer@AD, this section compares
CAD with DCF based oms-2 [43]. The simulation environment is explained in

Subsection 5.3.1. Simulation results and discussaoe presented in Subsection 5.3.2.

5.3.1 Simulation Environment

The performance study is based g2 simulation of 50 mobile nodes that are
distributed in a 3081500 nf area. The radio propagation model used ispdu# loss
modeldiscussed in Subsection 3.1.1 and equations &d)3.2). Transmit range (TR)
of 250m and carrier sense range (CR) of 550m isnasd. Capture ratiaZf) of 10dB is
used in the performance study. Regarding signattnéssion and capture, ns-2 has been

extended as described in Subsection 4.3.2.

The movement of the nodes is described byrémelom waypoint mobility model
with the maximum speed of 5m/s and with the pause bf 0~900 seconds. 10~50
Constant Bit RatdCBR) traffic is used to simulate the network ti@ffAd-hoc On-
demand Distance VectdiAODV) routing protocol [45] is used in the simtiéa to
determine the routing path between the sourcet@déstination. The simulation time is
900 seconds and each simulation scenario is tegtadive runs to obtain the average

performance measures.

5.3.2 Resaultsand Discussion
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Figure 35:Performance Comparison with Mobility

This subsection presents simulation results comgatie performance of the

proposed CAD with DCFPacket Delivery RatidPDR) and packet delay are used as
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primary performance metrics as shown in FigureT3fe pause time varies between 0 to
900 seconds. Note that pause time of 900s trasdiata static network where nodes do
not move because the simulation time is 900s. @nadter hand, pause time of Os
corresponds to a constant moving scenario. 30 C@fections are simulated where
source and destination nodes are chosen randonmdynagrnie 50 mobile nodes. Each
traffic source generates three 1024-byte packeis/esecond. As clearly seen in Figures
35(a) and (b), CAD significantly outperforms DCFrfexample, when the pause time is

300s, CAD achieves 17% higher PDR and 72% lowekgiadelay than DCF.

Figure 35(c) investigates the fairness problenis neasured b¥rairness Index
that was originally proposed in [74, 75], here eidended definition used in [76] is

applied. It is defined as follows.

F= (Zilyi)z (5.1)

NI

where N is the number of connections apdis the number of received packets for

connectioni . The value of this index is between 0 (completetfair) and 1 (perfectly
fair). According to the CAD, the nodes may not Bldbeir transmissions even they
detect the medium busy. This might cause the pmoldé unfair communications.
However, the Figure 35(c) shows that the CAD does hurt the fairness of

communications. On the contrary it improves thentss than the original DCF.

Transmission Concurrency and Collison Analysis




93

Number of transmiited RTS (X 1000) RTS collision ratio (%)

350 35
o DCF ODCF
300 B CAD 30 ECAD—
250 - 25 ]
200 1 20 1
150 15 1
100 10
50 1 S 17
0 1 1 1 1 0 1 1 1 1
0 100 300 600 900 0 100 300 600 900
Pause time (s) Pause time (s)
(a) Number of RTS Packets (per second) (b) RTS Collision Ratio (%)

Figure 36:Transmission Concurrency and Collision Analysis

The dramatic performance improvement of CAD overFDE attributed to the
higher concurrency and to its superior capabilityavoiding collisions. While nodes
make transmission decisions depending on the caigeal and the pre-determined CS
threshold in DCF, the CAD protocol allows the nottesnake more intelligent decisions
based on information from their neighbors. As aultesCAD produces more
communication opportunities but reduces collisicaass.evident in Figures 36(a) and (b),
respectively. Note that the number of RTS transiomss and their collisions are
investigated for this purpose because every rodmgdata packet is preceded by a RTS
packet. Figure 36(a) shows the number of RTS padkahsmitted during the simulation
period of 900s. With CAD, nodes send 6~20% more RyBSkets (communication
opportunities) than with DCF. However, CAD resuhs7.7~10.0% less collisions on

RTS packets as shown in Figure 36(b). Note thaurBig36(a) does not count the
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retransmitted RTS packets because more retransmissnean more collisions rather
than more communication opportunities. On the ottard, Figure 36(b) includes both
initial and retransmitted RTS packets because olision probability in general is good

to know.

Overhead Analysis

In order to understand how CAD improves the perfomoe, some overhead are
measured. These measured overhead include rowyey bnd MAC layer control
overhead as well as the packet queue size as shaWwe Figure 37. Figure 37(a) shows
that DCF generates 1.9~4.3 times more routing obitaffic than CAD. At the pause
time of 900s (static network), no RERR packetseaqected but DCF still generates 10.4
RERR packets on the average, which must be coatr&st2.5 such packets with CAD as
in Figure 36(a). Intelligent spatial and time reseion in CAD increases the resistance of
communication links to interference. This signifidg reduces the occurrence of false

alarms that cause the unnecessary routing conteohead.

One important advantage of CAD is short packetydelhe investigation shows
that packet queuing delay is an important ingradidor this. Having more
communication opportunities in CAD facilitates a bile node to quickly offload
pending packets and it therefore, helps to keepatket queue at the routing layer as
short as possible. In each of the 900 secondsrafiaiion runs, the information of packet
gueue size is collected every 10 seconds at eadk aod the average statistics is
calculated across all mobile nodes in the netwAskshown in Figure 37(b), each node
has about 1.5~2.1 packets in its queue on the geevih DCF while it is 0.2~0.9 with

CAD.
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Figure 37:Overhead Analysis

Figure 37(c) presents MAC layer control traffic @TCTS and ACK) in CAD
and DCF. Although CAD generates about the same an@uMAC layer overhead, its

detailed figures are quite different. For examfie,number of RTS packets is almost the
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same in CAD and DCF but this is only true for tlmembined initial and retransmitted
RTS packets. While CAD allows more number of iniIS packets as already seen in
Figure 36(a), it causes less RTS retransmissicars IICF (not shown here for brevity).
Similarly, the total number of ACK packets is comgide between CAD and DCF.
However, CAD results in more ACKs than DCF in resg®to DATA packets while it is
exactly the opposite for ACKs in response to RREPkpts as shown in Figure 37(d).

This indicates that CAD uses more bandwidth fofulstata transmission than DCF.

Effect of Unrdiable Links

In order to see how CAD performs in a more realignvironment, a set of
experiments has been conducted with $ihadowing Propagation Modélstead of the
conventionaPath Loss ModelThe randomness of the channel is described pgafied
standard deviation (SD). The effects that the S®drathe channel are presented in the
Figure 31(a). When SD is zero, the channel is mmdo random. In other words, it
converges into thPath Loss ModelFigures 38(a) and (b) show the effect of pach r
when SD=4.0. CAD outperforms DCF in PDR with ab@0f6 and packet delay with

about 0.5 second.

Figures 38(c) and (d) show the effect of channedloanness in term of SD on the
network performance. CAD consistently outperfornrSMDIn terms of PDR. However,
the PDR margin between CAD and DCF decreases wbers $etting larger. This is
because in CAD the REQ SR -calculation is determinisnd based on the
communication distance only. In other words, thedQRER estimation is not accurate in

the random channel. The more random the channg| the more error the estimation
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contains, and the performance margin is reduceitiétft operation in the presence of

randomness of the communication channel comprise®bthe future works.
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CHAPTER VI

CONCLUSIONS AND FUTURE WORK

This chapter summarizes the dissertation with ighlights of the proposed two
proposed solutions MASA and CAD. Additionally, theure work will also be discussed

here.

6.1 Conclusions

Carrier sensing MAC protocols such as IEEE 802.10F[avoid collisions by
employing aggressive carrier sensing. However, rttakes them unable to maximize the
spatial spectral utilization. This dissertationrtwghly discusses the spatial reuse in DCF
and analyzes the upper bound network throughpiit avtarrier sensing MAC. Based on
the analysis, two different solutions (MASA and CABre proposed to improve the

spatial reusability.

The MASA algorithm adopts a fixed, small carriense range but adaptively

adjusts the communication distance via salvagirgkgia. While the former encourages

98
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more concurrent communications, the latter allegahe collision problem. MASA is a
pure MAC solution. It is more efficient than thosethe routing layer because the packet
salvage at the routing layer occurs after the repeailures of retransmissions at the
MAC layer. The salvaging mechanism in MASA essélgtiansures that the salvage is
better than retransmission in DCF. The extensivaulsition study showed that MASA
enhances the network performance regardless oflilgptiaffic intensity and the routing

algorithm used. In particular, it reduces packéaylsignificantly.

While the DCF avoids collisions based on a prefdateed carrier sense
threshold (physical carrier sense) and the adesngst of the communication duration
embedded in the MAC header (virtual carrier seris&})y methods often fail to reach the
maximum achievable performance, particularly in @trinop network environment. In
the CAD, each node estimates the range that itesigsh reserve for its data transfer
(spatial reservation requirement) and the time tthma(time reservation requirement)
based on the communication distance, transmit pteket type and size. The analysis
shows that after RTS/CTS exchange, the CAD algorigdmly reserves the spatial area
that is required (both VS and WS become empty) aBse the reservation requirements
are embedded in the PLCP header, a larger gropptehtial interferers become aware
of it. The simulation study based on ns-2 shows @D significantly improves the
network performance in terms of packet deliveryoraind packet delay. The benefit of
CAD is derived from more number of concurrent traissions and smaller collision

ratio, which in fact is the original goal of the DAnechanism.



100

6.2 Future Work

According to the simulation results in Chapter ItYie MASA algorithm is
considered the most preferable in a wireless adnsdwork where a large number of
nodes exchange small packets, as is typically #se dnwireless sensor networks
Applying MASA in this area is one of the future \Wer In the MASA, the salvager is
elected based on a backoff procedure. In somecpkatiscenarios, more than one node
may salvage a same packet then cause duplicataticete at the receiver. Even though
the duplicate packets can be filtered out, bandwisitvasted to deliver them. Electing a
salvager deterministically rather than randomlywlsstn each pair of communicating

nodes is another future work of MASA.

The benefits of CAD come from the accurate estommat@nd notification of
collisions. However, the estimation accuracy igtkeh by the randomness of the channel,
and the notification range is limited by the trafisrate. Study on how to improve the
performance in the random channel or in the trassiom with low data rate is one of the

future works.

Basically, MASA is a post-collision solution becausis engaged after collision
occurs while CAD is a pre-collision solution. Resdaon how to integrate them is an
interesting work in future. In addition, CAD is dgsed to be compatible with TPC and
TRC capability in the sense that estimation of $patial reservation requirement can
easily accommodate the transmit power and transt@tinformation. This issue requires

further study in future work.
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APPENDIX A. AVERAGE END-TO-END DISTANCE IN MANETS

In the MANET, nodes randomly move around. It issmr@able to assume that
nodes are uniformly distributed in the network. Simplify the problem (it does not
affect the validation of the analysis in Chaptdj, Isuppose the network is dnx L
network. Nodes are randomly distributed. What i #verage distance between two

nodes?
Suppose the coordinates of the two nodes @Xg,Y,) and (X,,Y,)
respectively, whereX,, Y,, X,, andY, can be considered as independent random

variables with uniform distributiok) (O,L). The problem is to find the mean value of a

random variableZ , E{Z}, where

Z=(X, = X,)2 + (Y, - Y,)? (A1)

The Probability Distribution Function (PDF) and Cumulative Distribution

Function(CDF) of X,, Y,, X,, andY, are as follows.

fy (X =% where0< x< L (A.2)
F, (X) =% where0< x< L (A.3)

Use two temporary random variablesand V where

U =X, =X, and V=|Y, =Y, (A.4)
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SoZ =+4JU?+V?2 . Consider the random variablé¢, its CDF becomes
Fy (u) = Prob(U < u) = Prob(|X; - X,| < u) (A.5)

Since both ofX, and X, satisfy the same uniform distributiah(O,L , 3s shown

in the Figure 39F, (u )s equal to the ratio of the shaded area tolLtké. rectangular

area.
A Xz
1 X,-X,| <=u
X,
Figure 39:Probability of|X; —X,|<u
Therefore,
2 _ _ 2
Fy(U) Sl Cinl) i O<us<lL (A.6)

L2



2(L-u)
L2

fy(u) =

Similarly,

Fo =m0
2(L-v)
L2

fy(v) =

Now, considerZ =+/U? +V? | its PDF becomes

F, (2) = Prob(Z < z) = Prob(vU? +V? < 2)

AVZN

O<u,vs<lL

U+Vic=71

-

Figure 40:Probability ofyU?+V? < z

(A.7)

(A.8)

(A.9)

(A.10)
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As shown in the Figure 40, do integration owerandV , the PDF ofZ can be

obtained as

F,(2) = Prob(Z < z) = Prob(vU? +V? < 2) = [[ f,(u) f, (v)dudv

0 z<0
Ioz 0 o fy (u) fy (v)dudv 0<z<lL
i Ijﬁ IOL fy (u) f, (V)/dudv+ el
L/Lﬁjo‘/ﬁ f, (u) f, (v)dudv
! z2+/2L
0 z2<0
%(%24—§Lz3+¢222) 0<z<lL

2LV Z2 - 12 - 722 + 12
L? ¥
NEIE 1} | L=z<i2L

. L .
212 zz(arcsm— —arcsin——-— — >
z z

3
+2L7°VZ% - 12 +§L{(zz -1%)2 - Ls}%z“




So,

f,(2) =

111

0 z<0

L—%l(%z4—gL23+mzzz) 0<z<lL

2LVZ2 -2 - 22 + 12 N
L2

2Lzzz[2arcsin§—7—27—%j+ L<z<A+2L

g 2 : 1
2Lz2+/ 72 — |2 +§L (z22-1%)2-1° —Ez“

(A.11)

0 z<0

O<z<L
2 (P AP +11%2)

L4

2 L),
L2\ 22 -2
L<z<A2L
aL?7 2arcsin= - 7~ 11+
1 z 2 2
— 3
L 8Lz Z% - L2 —%—223
z°—-L

Z=>4/2L
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0 z<0
L—24(23—4L22+71_22) O<z<lL
B 2z, 1 4L Z[Zarcsinh—z—lj
_? = z 2 2 L<z<A/2L
+8Lzy2z? - L* -27°
0 zzﬁL
(A.12)

Therefore, the average distance is
d=E{Z}=[ z[¥,(2)dz
_ o2 s 2 2 2
—IO z[—l—4(z 4Lz° +71°2)dz ?IL

V2 .
+L_14IL * EE4L2 [ZarCS|n£—7—27—%j+8Lz z*-L? —223}12
z

2 V2l . L
= IL ZE—'2—4(Z3 —4Lz% + izz)dz—%f " 22d +%I * 22 farcsin—dz
0 L Le -t z
2 V2l
L—ZZ z KJIT+1)dZ+—I “2Efz2- dez—F * 24z

2
= IOL z[—l2—4(z3 -4L7% + I'LZZ)dZ—%I * 22 [7+2)dz

+£Iﬁ z mrcsm—dz+_j 22 [/z —|_2dz__j*rL “d

LZ

[Z ;jZL——(ﬂ+2)(2\/§ DL+= ((f D2 -In/2- D)k

+[3/2-In(2+D)L -2 - @z
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=%[2+\/§—5|n(\/§—1)][|_

= 0.616L

(A.13)

Note:

I 37z - Pdz== w/ -L%)® 2 \/ - —In(z+\/z —L2)

. L
Izz farcsin—dz=—| —arcsi—+ ——-—1In

L 2 L zZ2-1* 1 z-Z2-12
V4 3 L3 V4 2L2 2 Z+1l22_|_2



