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Abstract—Time division multiple access (TDMA) or its assistednethod has been considered for wireless sensor
networks (WSNSs) due to its superior energy performancesSince it offers collision-free medium access, it de not wastage
energy on collisions. No control overhead is incurreds nodes need not contend for the medium. HoweverPMA schemes
suffer from a high periodic cost to generate collisioriree transmission schedules in a dynamic environment.lthough this
problem can be addressed reasonably well in quasi-static WS, their applicability is still limited because they arenot as
flexible and robust as carrier sense multiple access 8MA) protocols. The main difference between the twis that CSMA
is a simple trial-and-error approach while TDMA is a more complicated speculative approach. In TDMA, each node
speculates on schedule conflicts based on the assuroptihat any two nodes within 2-hop connectivity necessiéy and
sufficiently cause collisions. However, this does nbbld in a realistic communication environment with dstacles, natural
surroundings and changes in communication environment. ffley are highly likely to cause asymmetric links and
link-quality variations, and the resultant transmission stiedule neither completely eliminates collisions nortilizes all
available communication opportunities. This paper presets Bulk Synchronous Medium Access (BSMA), which is a TDMA
algorithm but does not speculate on collisions but jastries it, to generate a collision-free transmission chedule for
sink-based WSNSs. It is simple and robust, consumes $eenergy and helps reduce message latency, particularly for
sensor-to-sink traffic.

Index Terms—TDMA, wireless sensor networks, energy efficient medim access, collision-free schedule, channel
capture.

[. INTRODUCTION

A wireless sensor networ@VSN) consists of a large number of nodes with lichifgocessing and
communication capabilities [1, 2, 3]. Each node sensestironment and sends the sensed information to a
data collection node, or @ata sink possibly taking multiple hopse., the data is relayed by the nodes in
between. This multi-hopping is useful in WSNs becaualolvs delivery of the sensed data at a fraction of
energy compared to direct communication. In fact, eneoggumption is a primary concern in many sensor
network applications, and researchers have been act@eveloping energy- preservimgedium access
control (MAC) protocols. The widely-adoptechrrier sense multiple acce$€SMA) may not be a good
choice because it wastes energy due to collisiongngtrissions, idle listening and overhearing [5]. Schedule-
based algorithms, such as S-MAC [5] and T-MAC [2], em@o@SMA protocol but improve the energy
performance by reducing the duty cycle of the radio subisystiowever, this may be problematic in sensor
networks because WSN traffic tends to be highly caedlan space and time [1, 6, 7]. In other words, nodes
do not generate traffic most of the time but a singénecauses many nodes in the proximity to sensalit an
generate traffic simultaneouSlymaking it very likely to cause collisions. A low dutycte operation in
schedule-based algorithms makes the situation worsebiaefbut critical period of time of the event [8].

! There are numerous congestion avoidance mechanismseddpo WSNs such as PSFQ [34], ESRT [35], and CODA [33].
However, TDMA algorithm may be able to address thiblero at the lower level without adding complexities ia s$ensor node
software.



Alternatively, thetime division multiple accesSfDMA)- based medium access assigns each node an
exclusive right to use the channel in a time-multiplexashner [20]. Compared to contention-based CSMA
algorithms, it offers collision-free medium access guodrantees a deterministic delay bound. It is naturally
energy-conserving because it has a duty cycle built-th does not waste energy due to collisions and
retransmissions. Despite these clear advantages, itdtdeen as popular as CSMA due partially to its high
scheduling overhead and its lack of simplicity and robustri&s complexity comes from the fact that each
node proactively exchanges neighborhood information gmeighbors (using CSMA!) in order to speculate
on collisions and computes collision-free transmissredules. It is not robust because the speculatiam ofte
fails in the presence of asymmetric links and link-qualdriations and, when it fails, there is no immesliat
mechanism such as retransmission in CSMA.

Most of existing TDMA schemes determine transmissicmedules based on ttveo-hop graph coloring
algorithm[12-15, 20, 24, 25]. Two nodes within two hops away are sigraed the same time slot. However,
this speculative approach does not completely captureetistic communication environment because
interference is not necessarily limited to one-wo-hop neighbors but also come from the distance. Also,
two-hop neighbors do not necessarily cause collisionsadilechannel captureffect [28, 9]. Unfortunately,
TDMA- based MAC protocols proposed recently for sensdwarks [7, 12-16, 24, 25] inherit the same
problems. Collisions are not completely eliminated &naghsmit opportunities are not fully utilized. The
scheduling overhead (contributed by multi-phase messagarge among neighbors) is usually high and
unpredictable. Idle listening and overhearing are noirgi®d either, since each node does not know when to
receive even though it knows when to transmit.

This paper proposé&®ulk Synchronous Multiple Acceg®&SMA), which is a TDMA-based MAC protocol,
optimized for sink-based WSNs. In BSMA, each node doesspeculate” on collisions; rather, it “just tries”
to transmit during the time slot of its own choice datermines its transmit schedule based on the resuk of
trial. This allows for a collision-free schedule assiverified in the presence of distant interfereand the
channel capture effect mentioned above. To faciliisiseprocess, nodes are organized as a tree rooted at a
sink in BSMA by propagating an initialization messagenfitbe sink toward the periphery, which is also useful
to provide low-latency sensor-to-sink routes withoutdditional routing layer solution. In the tree, every
internal node and its direct children form a small sétiVithin each subtree, time-division multiplexing is
used to avoid interference between the children sendlitigetparent. Interference between generations can be
avoided by assigning different time slots to adjacentrg¢ines as approached in [18].

The contributions of this paper are two-fold. First MBSis a pure TDMA scheme, where both data and
control messages are transmitted in accordance wiMATBlots. It is in a clear contrast with convenabn
TDMA schemes [7, 12-15, 22-25], where messages necessaggrierating a transmission schedule are
exchanged using a contention-based method such as CSirefdie, BSMA does not require the carrier
sensing capability in the radio hardware and thus, endidedevelopment of a simpler, less expensive sensor
node. In addition, scheduling overhead is deterministic @uedlictable. Moreover, it generates truly
“collision-free” TDMA schedules by actually trying theansmissions at the desired time slots instead of
relying on speculation. To the best of our knowledge,isttise first attempt of its kind.

Second, the proposed BSMA is optimized for sink-based W&Nise cost of generality. It exploits the
natural structure derived from the sensor-to-sink traffittern to construct a tree rooted at the sink. Since
majority of traffic in sink-based WSNSs is sensor-iaks the tree structure is usefully exploited to realize
energy-conserving, low-overhead, collision-free MAGhad as low-latency routing. Mapping a sink-based
sensor network to a spanning tree is not a new ided §7,9], but BSMA integrates it symbiotically with
TDMA and limited routing algorithm.

This paper is organized as follows. Section Il formaliysents TDMA schemes and explains how they fail in
real communication environment. The proposed BSMA sehanpresented in Section Ill. Section 1V



evaluates the proposed BSMA scheme in terms of scheshflettand scheduling overhead usimgs2[21] in
comparison with RAND [20], a two-hop graph coloring-baseshtralized TDMA algorithm as a
representative of TDMA schemes. Section V discusdatedework on TDMA protocols and Section VI
concludes the paper.

II. PRELIMINARIES

We formally model a WSN ol nodes as an undirected graph= (V, E), whereV is the set of nodes
(vertices)j.e., |V|=N, andEDVxV is the set of links (edges). Note that the assumpfiandirected graph will
be relaxed later to a more realistic directed graptofaomdating asymmetric links). A linki(v)CJE indicates
that nodes andv are within the communication range of each otheraaactallecbne-hop neighborm this
paper. Two distinct nodasandv are calledwo-hop neighbor®f each other when there exists a common
one-hop neighbor,e., Ow such thaty, w)UE and ¢, w)UE.

A. Node and Link Scheduling Method

In TDMA, time is divided into identical slot$(ty, t5, ...), which are organized cyclically into framés,(F1,
Fa, ...), 1.e., F« = {to, t1, ...t.1}, whereL denotes the frame length.mdde schedules given as a functio8:
VxF - {0, 1} that describes the assignment of time slotdiarae £) to nodesY). In other wordsS, = 1 (0)
indicates that node is allowed (disallowed) to transmit its message aé t#ott. We consider a periodic
schedule such th&, ; + = S+, i>0.

A node schedul8is said to beollision-freeif, for everyS, (= 1, nodeu can successfully deliver its message
without collision at time slot. Since a collision-free node schedule can be tyvidikained wheh > N, the
TDMA scheduling problem is to produce a collision-free nedeedule such that the frame length is minimized.
Due to its distributed nature, finding an efficient traission schedule in a scalable fashion is nontrivial.
However, it is more critically important how to defiand speculate on collisions based on the available or
obtained information. Traditionally, it has been mededs théwo-hop “vertex” coloring problenfl2-15, 20,

24, 25], where the communication between any two nodgeulated as collision-free when there exists no
direct or two-hop connectivity between them. In otlerds,

S.&1 iff ~Ov, wiV such that
=1 and ((¢, v)UE) or ((u, wUE and ¢, w)LIE)). (1)

This simplifies the node scheduling problem because estdecan compute a transmission schedule for itself
once the information about the time slots used bygnis- or two-hop neighbors is available. The two-hop
vertex coloring algorithm can effectively avadype 1, 2 and 3 collisiorfd2, 27] shown in Fig. 1(a). Nodes
andv are not assigned the same time slot because theythire two-hop with each other. Note that type 1
collision is also known as thedden terminal problem

However, it does not utilize some transmission oppdiésnas shown in Fig. 1(b). Nodasandv can
transmit simultaneously even though they are just ope-énway from each other. This additional
communication opportunity can be captured by assigningdiate to links rather than nodes based on the
two-hop “edge” coloring algorithnj22, 23]. In this case, lank schedules given as a functio&: ExF - {0,
1}. Sww.= 1 (0) indicates that nodeis allowed (disallowed) to transmit to nodeat time slott. The
corresponding scheduling constraint is as follows.

Suw,=1 iff ~(v, X)UE such that
'(\,,3)'1:1 and (/, W)DE (2)



In general, link scheduling achieves a higher spatial retisene slots because it addresses ¢kposed
terminal problemin addition to avoiding the three types of collisioHewever, the algorithm complexity is
much higher simply because the number of links is usuailshrfarger than the number of nodes.
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(a) A node schedule (b) A link schedule
u
v
(c) Bothu&v fail (d) Bothu&v success

Figure 1: Collision-free scheduling based on two-hop “wéraad “edge” coloring algorithm.

B. Effect of Realistic Collison Model

Signal interference and actual collisions are much nooraplicated than what can be captured by the
two-hop graph (vertex or edge) coloring algorithms in jcactor instance, in Fig. 1(c), nodesndv are
allowed to share a time slot in two-hop graph colorlggrithms but node can cause interference to notke
communication and vice versdigtant interference In other words, the resultant “collision-free” T2
schedule is not really collision-free. In the figuredasu andv may not notice their collisions during their
entire lifetime. A simple feedback mechanism such &maeledgement can be employed to detect the
collision but it does not help produce a “truly” collisibee schedule.

Another serious problem in TDMA schedule is depicted gn E{d). Both graph coloring methods do not
allow u andv to share a time slot but they may be able to teartbieir messages simultaneously without
collisions channel capture In this case, node should be allowed to use the same time slot as ndde
maximize the spatial reuse of the channel. A recewgireal study shows that the degree of capturing is
surprisingly large at low bit rates, commonly employed WENs, because the minimum required
signal-to-interference rati¢SIR) for capture to take place, knowrcapture ratioor z,, decreases as the bit
rate decreases [26]. A node or link schedule based owthbdp graph coloring algorithm does not able to
utilize these additional transmission opportunities.

The rest of this subsection is devoted to discuss inl @biaut the channel capture and collision model,
based on which a more accurate collision-free trasssom schedule can be developed. Radio propagation
over a wireless channel is described by means o thifects:attenuationdue to distancedf between the
sender (node) and the receiver (nodd, shadowingdue to the lack of visibility between the two nodes a
fadingdue to multipath propagation [9]. Thwo-ray ground propagation modebnsiders only the path loss
due to communication distance. This model shows the meemived signal poweP() to follow an inverse
distance power-loss law, where an exponerissumes values between 2 and 4, and is typically 4 in land



mobile radio environments [21]. In other wor8s= Py Jkw WhereP; ,is the radio transmit power of node
and yw/7 d“ is the channel gain froonto w.

When another node (say, nodein nodews proximity attempts to transmit during the communiaatio
betweenu andw, it may cause collision at the receiver (n@geand thus, both data transfers would fail.
However, collision does not necessarily destroy atkpts involved and one of them may survive if the
received signal power is far greater than that ofrttegfering signal. This is one of the key featuresnmdile
radio environment known as thapture effecf28, 37]. In general, in order for noddo receive a signal from
nodeu correctly, the instantaneous signal to noise ratistroe larger than a certain threshold, callsoture
ratio or z,, which is determined by the sensitivity and capahilityhe radio receiver circuitry.e.,

PruVuw 3
SIRE—————>7,
N0+2v¢u Pt,vva 0 ( )

whereN; is the background noise poweyranges from 1 (perfect capture)ebo(no capture) [9]. Assuming
that Ny is negligible and the transmit power is constant, Eq.f¢8)a single interfering node becomes

R, -a a 1
S|R:"U_1/U‘N:M:d_:[2] > 7, orD> z, /ad (4)
RvVw Yw D™ \d

whered andD denote the sender-to—receivesv) and interferer—to-receivev{n) distance, respectively [28].
This leads to a more accurate TDMA sched@ilevxF - {0, 1} as

”(S,X)'Fl, D< Zol/a. (5)

Note that the last condition in Eq. (2) has been clangethe last one in Eqg. (5). This schedule can be
implemented only if the distance information is avadaand shared among neighbors.

In some sensor network applications, the channelygamnot directly related to distance, which translates
to the existence of asymmetric links and link-qualitsiatdons. Therefore, the schedule can be rewritten in
more generalized form as [4],

S"ww =1 iff ~[(v, X)OE such that
"@0.51, Pr(UW) 2o Br(v,W). (6)

In other words, node s allowed to share a common time slot with neds long as its transmission does not
interfere node’'s communication.

Although the schedules in Egs. (5) and (6) better utilize dhannel resource and guarantee truly
collision-free medium access, they are difficult to empént in practice because distance informatio Pyl
are not straightforward to obtain and exchange amongdtes which need this information. On the other
hand, TDMA schemes based on Egs. (1) or (2) are ametmbiglementation but they produce a large
number of schedule conflicts and at the same timeofaitilize many available transmission opportunitieg(s
in Section IV.A).



[Il. BULK SYNCHRONOUS MEDIUM ACCESS (BSMA)

In this section, we propose a simple, robust TDMA sclirglalgorithm, called BSMA, which is practical
and guarantees collision-free medium access without neguiripredictable amount of scheduling messages.
BSMA is an optimized for sink-based WSNs: It does nfitiently support many independent point-to-point
flows but operates very well for sensor-to-sink flowserms of energy efficiency, message latency and
communication reliability. Two key mechanisms of BSM#e sink-based tree and slot-based scheduling for
generating truly collision- free medium access.

First, nodes are organized as a tree rooted at a hgranped as non-interfering sets based on the hop
count from the sink. Therefore, the tree can be visehs a collection of concentric virtual rings arotinel
sink. Then, a “bulk” of time slots, calledBdGSLOT, is allocated to each ring. Note that differBH6SLOTs
are assigned to two neighboring rings to avoid three tgpesllisions mentioned earlier in Section I1.A but
threeBIGSLOTSs are sufficient for the whole network as they areadu3heBIGSLOT assignment and the
tree construction is initiated by transmitting a cohtnessage from the sink, which is propagated toward the
periphery. Nodes associate themselves as childreriheithode through which they receive the message with
the highest signal strength with the least hop count ffe sink. A parent node assigns each child a time slot
in theBIGSLOT allocated to the virtual ring which the child node bgbto.

Second, in order to make the transmit schedule collisg®) each child tries an association message
(child-to-parent) at the time slot of its own choitfehe trial is successful, it would continue to usegsame
time slot in the subsequent frames, each of whichigisied threeBIGSLOTS. In short, the BSMA algorithm
constructs a node schedutmsed on the following simple, trial-and- error-basmustraint:

S, =1 iff nodeu’s communication trial is
successfuirae slott. @)

Then,S"",i.«+=1, Oi>f, wheref denotes the number of frames for completing the trestnaction and node
schedule. This approach better guarantees the colli@entfansmissions and better utilizes transmission
opportunities in any communication environment becduseerified via actual testing. Another advantage is
that it doesn’t require information exchange for spemriaamong neighbors although it needs a feedback
from a receiver (parent) whether the trial was sisfaéer not.

A. BSMA Example
Fig. 2(a) shows an example tree structure of a sendwrorie of 7 nodes and Fig. 2(b) shows the
corresponding TDMA schedule in BSMA. Note that each r@adea parent and a number of children (except
leaf nodes) and each parent schedules its childrenweaBJiIGSLOT. In the figure, nod®; is assigned a slot
(say, slotsp;) in BIGSLOT, by its parenP;. Similarly, P, is assigned a sl@k; in BIGSLOT;. When nodd®;
has a sensed data to report to the sink, it is traesmitiuringsp; of BIGSLOT,, which is forwarded b¥?;
duringse; iNn BIGSLOT,, and so on. Note that no@ is assigned a slot BIGSLOT, by its parent because
its transmission most probably would not interfere noder D,'s transmission even though it uses the same
time slot iINnBIGSLOT,.

NodeP; knows when to transmisg; of BIGSLOT;) and when to receivesq; of BIGSLOT,) so that it
consumes the least amount of energy by putting itselfant-power sleep mode otherwise. Note that rfede
also wakes up and listens to its pa®im sg in BIGSLOT, for downstream messages. Even though upstream

2 BSMA uses node schedule instead of link schedule. Howguer it only concerned with the sensor-to-sinKitaéach node
has only one node (parent) to transmit to. Therefowde and link schedule are not different in the BSMAqumait



messages dominate the traffic in sensor networkss Hrercertain cases that downstream messages from the
sink to sensors are necessary. This also works askaowledgement for its previous transmission to ri@de
in BIGSLOT,.

Moreover, a routing structure coincides with the TDMAestuling structure to offer a low-latency
communication path from a sensor to the sink withogtireng a separate routing layer solution. Note in Fig.
2(b) thatBIGSLOTSs are allocated in a way that tB€GSLOT of parents’ generation follows the children’s
BIGSLOT, which helps reduce the message latency. For instdmeceessage latency from nd@b to GG is
at most 1.33 frames (orBIGSLOTS) in BSMA while it takes 4 frames in the worst casghwonventional
TDMA schemes.

GG e GG GGI GGreceives
T G |P, receives | Greceiyes G
Go /
/‘ \ P.&P, v P, receiye p
2
oP; oP Dl&DZEi:i D, receives
\ ‘\ GD| A GDi:
I ?Iot Sy slot $1, slot g, ‘
e GD BIGSLOT, | BIGSLOT, | BIGSLOT,
A TDMA frame in data phase
(a) 7-node scenario (b) TDMA schedule in BSMA

Figure 2: Slot scheduling with an example network in BSMA.

B. Three-way Handshaking in BSMA

A BSMA network repeats thdata transmission phage.g, 1000 frames) and trecheduling phasés
frames), where the rescheduling period is dependent @pftieation and the communication environment as
well as node dynamics such as node failure and insemi@n Setting up the TDMA schedule during a
scheduling phase requires three-way handshaking using tbevifgl control message®ADV (parent
advertisementPSEL (parent select) arfiCH (schedule). The three-way handshaking in BSMA is hacgss
to construct a tree properly. Flood-based tree construiisimpler but it causes undesirable links such as
backward links, long links and straggler [30].

As mentioned earlier in this section, sink-based &re slot-based scheduling are two key mechanisms in
BSMA. In the below, we explain how they are implemeeniising the three control messages.

First, BSMA scheduling is done in lock-step from generdiogeneration from the sink, and each step takes
a frame or thre®IGSLOTSs. Parents transmPADVSs for the duration of the firsBIGSLOT. Each child
chooses the best possible parent based.gnRSSI (received signal strength indicator) readingesinds its
PSEL message to the chosen parent during the sé®i@@LOT. And it waits for theSCH message from the
chosen parent in the followi8)GSLOT. The parent indicates whether the node is assigneta slot in the
SCH message.



A keyidea in BSMA is that the three-way handshakingsagss are exchanged in a TDMA fashion. In other
words, when a child sendsPSEL message to its chosen parent, it does not contentifanedium as in
carrier sense MAC but sends it at a time slot irgikenBIGSLOT. This constitutes the “no speculation, just
try it” idea mentioned earlier in Section Il. It autatcally checks for all potential collisions includingh@p
and 3-hop collisions and utilizes all available transmpportunities as well. In the first scheduling phassillit
use a randomly selected slot but in subsequent schedulingsphases the assigned slot. Similarly, both
PADV andSCH messages are transmitted at the sending parent’doins® $hat they are free from collisions.

This slot-based scheduling implements the trial-and-eapproach and thus makes the BSMA protocol
robust.
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(a) Scheduling phase with an example network in Fig. 2.
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Fig. 3: Scheduling and data phases in BSMA.

Fig. 3(a) shows the three-way handshaking among 7 nodescimeduling phase. In the figure, frafds
used to schedule nodBgsandP, by G, frameF, to schedule nodd3; andD, by P, andP,, and framed-; to



schedule nod&D by D; andD,. Note that once a node schedules its children, it skipeme before starting
its normal data phase for its upstream delivery (neeslsipawo frames for downstream delivery). This is not
to interfere the scheduling activities of its offspr{agmcestor). For example, nodesandP, schedule their
children inF, during which nod& defers its transmission.

Regarding the interleaving of scheduling and data phasass e$sume to execute the scheduling phase
everyM data frames. These frames are not the same formwvee as in Fig. 3(b). For example, noderLCFig.

3(b) sends a schedule message for its children in franskips i, exchanges data in the followih frames
(Fs~Fwu+4), skip two frames (frs~Fu+s), chooses its parent inyF, schedules its children inyks, skip one
more frame (F+9), and exchanges data in the followMgrames (+10~Fom+9). Since scheduling overhead is
4/(M+4), scheduling overhead in terms of the number of message®nergy is almost negligible ks
becomes large.

Second, BSMA constructs a sink-based tree using threstoressages mentioned above. However, it is
important to construct it properly in the sense thatesowith a larger hop count from the sink are positioned
at a lower generation in the tree. In order to tatdi it, a node that is not assigned a slot (maybeatiest
collision of itsPSEL message), called anphan still participates in slot scheduling for its offsprimgsending
aPADV message. This mechanism helps in reducing the numbeckdvard links in the tree and preventing
the propagation of link changes. In fact, the BSMA atharidoes not produce a perfect tree in the first
scheduling phase, but it progressively converges to a perfeas scheduling phases repeat. To facilitate the
convergence, a node does not change its parent urdéssorers another parent in a shorter hop count than
the current parent.

C. Design Issuesin BSMA

This section discusses the collision®&EL andPADV messages in BSMA and other design issues such as
initialization (determining frame size), synchroniaatand node insertion/failure.

During the three-way handshaking, a child no&)engay not be allocated a time slot even though istrais
aPSEL message to its chosen parent. There are four pda&sitir this to occur. (i) If nod& does not hear
the SCH message in the neBIGSLOT or if the selected time slos4) is marked unoccupied in tf®&CH
message, the communication link between the potenti@ahpand the node is not robust or asymmetric. The
node needs to attempt to contact a different pareheinéxtBIGSLOT. (i) If sa is marked collision in the
SCH message, it®SEL message collides with someone efsela this case, the node simply gives up
scheduling itself and waits for the next scheduling phdste that nodé still participates in forming a subtree
rooted at itself (as an orphan) by sendinBADV message in the neBIGSLOT. This is to localize the
problem of scheduling conflict and to prevent generatinckward links as discussed earlier. (iii)sif is
assigned but to a different node, RSEL message was not heard or captured by a strét9feL. message
from someone else’s. Nodeneeds to determine whether to contact a differenhparehe nexBIGSLOT
as in case (i) or wait until the next scheduling phasm &ase (ii). The decision is based on the number of
messages it received. If it received only AV, it behaves as in case (i); otherwise, behavesase (ii).

On the other hand, collision BIADV messages is very rare because it is only possible avbhild receives
them from two different parents whose parents arerdiife The child will be missing out of the tree foneire
it has no other alternative parent. However, it dagsnean that the parent is not able to hear the: & the
upstream, sensor-to-sink traffic can be delivered ctiyréche remedy in BSMA is that the child still serads
PSEL message during the scheduling phase and contacts the gariagt a data phase to maintain the

% The collision probability is not low even though thember of available slots is much smaller than thelaurof competitors.
This is the well-knowrbirthday paradox Nonetheless, the slot collision problem disappearg quickly as scheduling phases
repeat in BSMA.



10

child-parent relationship. Since both of them are sugptseake up during their assigned time slots anyway,
it does not incur any extra energy consumption.

Initialization with respect to frame size is an imaoit issue in the design of the BSMA protocol as veeiha
most of TDMA algorithm$ Since it is often the case that the sink posselsedargest number of children, it
gives a good initial guess on tB¢GSLOT size. In BSMA, the sink sends its fiBADV messages to the
first-tier neighbors. Based on the numbelP&EL messages as well as the collided slots, it can rabon
estimate th&IGSLOT size. Again, BSMA progressively adjusts it when a nodde tree needs more slots
than initially determined by the sink.

Node insertion/failure may not be a frequent event byisansor network algorithm should be able to handle
it. In BSMA, upon failure of a parent node, a child nod&ches to a different parent by receiviRgDV
messages in the next scheduling phase. If there egisithar advertising parent in the proximity, it needs to
wake up every frame to listen folPADV message and rejoin the tree possibly via a backwad.dviihen a
new node is inserted, it continues to be awake tmlisteaPADV message because it has no prior knowledge
of the network and its TDMA schedule.

In TDMA-based network, clock drift among the nodes camseasynchronization errors followed by the
malfunctioning of TDMA schedules. However, data rat@ sensor network is relatively low and thus, the
duration of time slots is much larger than typical cldoks [15]. This allows very simple mechanism based on
timestamp for synchronization. In BSMA, tRADV message includes the frame start time and the current
time so that children nodes can synchronize thensehtd the parent. (IGSLOT size and the hop count
from the sink are included as well.) When much smaleskedrifts must be assumed, guard space between
individual slots can be used to tolerate a certain anmafudrift. It can be calculated based on the periodaity
synchronization messages (rescheduling period) and tinal atick drift.

D. The BSMA Algorithm

Fig. 4 summarizes the BSMA protocol. Note that step Bddbaas a child correspond to steps 6, 7 and 8 as
a parent, respectively. The complete ns-2 implementatmin BSMA can be found at
http://academic.csuohio.edu/yuc/BSMA/.

BSMA for node D;;

During a scheduling phase:
(Skip frames to avoid interfering other nodes’ scheduling)
1. Frame O - Sleep and skip
2.Frame 1 - Sleep and skip

(Schedule itself as a child with a parent)
3. Frame 2, BIGSLOTO - Listen forPADV messages
3-1. Based on the received\DV messages, identify the bé%ADV (slots;1)
4. Frame 2, BIGSLOT1 - Send &PSEL message at slsp; to inform its choice of parent
5. Frame 2, BIGSLOT2 — Listen forSCH message at slst;
5-1. Based on scheduling status in SCH message,
* If slot sp; is allocated to nodB;, go to step 6
* If slot sp; is marked collision, go to step 6 (as an orphan)
« If slot sp; is marked unoccupied, go to step 3

* Some assume that the frame size is predetermined amchko every node in the network. Some others asshatdttis
propagated, which in fact incurs a lot of overhead bedheyanust be collected and disseminated in a distribuagdwthout any
central authority [ ]. Some others attempt to avoid finoblem by enforcing the frame size of power of fjoAlthough nodes
have different frame sizes, synchronous TDMA operdtigquaranteed. However, it is evident that framecazebe excessively
larger than necessary deteriorating the channelatiitiz and latency.
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* If slot o, is allocated to other node th8n, go to step 6 (as an orphan) if it received more threaP@DVs; go to step 3
otherwise.

(Schedule it's children as a parent)
6. Frame 3, BIGSLOTO — Send &?ADV message &b,
7. Frame 3, BIGSLOTL1 — Listen forPSEL messages
7-1. Based on information included RSEL messages,
» Assign slots to children nodes as they requested. ()
» Mark collision for the slot withPSEL collisions
8. Frame 3, BIGSLOT2 — Send &CH message at slgp;

(Skip a frame to avoid interference other nodes’ scheg)li
9. Frame 4 - Sleep and skip

During a data phase:

10.Frame 5, BIGSLOT, — Listen at slots,,, ... to listen from its children
11.Frame 5, BIGSLOT;.; — Listen at slospy; to send its packet
12.Frame 5, BIGSLOT., — Listen at slosp; to listen from its parent

13. Repeat steps 10-12

Figure 4: BSMA algorithm.

IV. PERFORMANCE EVALUATION

This section evaluates the performance of the BSMAop usingns-2[21]. Our evaluation is based on
the simulation of 250 sensor nodes deployed in an are®6%2000 ni. A radio transmission range of 250m
and a data rate of 2Mbps is assumed. While sensor nedi#s ‘capability is usually poorer than this, we tried
to use the default setup in ns-2 to make sure all simulpticameters are consistent with each other. In most
cases, the BSMA algorithm is compared to RAND [20], etreéized TDMA algorithm discussed later in
Section V.B, because it provides an upper bound perfornedraaey TDMA protocol.

It is important to note that a general performancéysisas often straightforward in TDMA-based schemes
including RAND and BSMA because of their deterministicehgor. For example, when a frame size is 20 time
slots and a node stays awake for 5 time slots to tiaaswh receive data, its duty cycle (hence its energy
consumption) is simply 25%. The worst-case message Yatancalso be trivially calculated by the hop count
multiplied by the frame or thBIGSLOT size in RAND and BSMA, respectively. Scheduling ovedhea
RAND is high and unpredictable because control messagesxehanged based on CSMA. However, it is
deterministic in fixed and BSMA (each node transmiiscéy three messageBADV, PSEL andSCH, per
scheduling phase) and it does not require control messages up routes to the sink.

Therefore, this section focuses on performance measmigue to TDMA algorithms such as conflicts in
the TDMA schedules in the presence of asymmetric lankd link-quality variations. Since the BSMA
operation is based on a sink-rooted tree, it is alpoitant to see how the tree becomes proper as scheduling
phases repeat. It can be measured by the number of siiptzause BSMA encourages each node remain as
an orphan when it fails to get assigned a time slotus¥éel frame size of 45 for RAND aB#GSLOT size of
25 for BSMA. As explained above, this is in fact disadagaous to BSMA because the worst-case message
latency is less in BSMA.

Section IV.A presents a realistic communication maded in our simulation study, which is based on the
shadowing propagation modiel ns-2, and its impact on RAND. It is followed by fherformance evaluation
of BSMA in terms of the number of orphan nodes in iSadV.B.

A. RAND under Realistic Communication Environment

Our evaluation is based on thleadowing propagation modelstead of the convention&lo-ray ground
propagation channelShadowing is caused by the lack of visibility betwega communicating nodes and
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causes slow variations over the mean received powernEan received power is calculated deterministically
based on the communication distance. The randomnesisaahel is described by a log-normal random
variable, the distribution function of which is Gaussath zero mean and a specified standard deviation (SD)
[21].

Fig. 5(a) shows how the radio channel behaves witklthdowing model presenting the success ratio versus
communication distance using ns-2. In case of SD of 0.0tli#B shadowing model is equivalent to the
deterministic two-ray ground model and thus the succdedsdi00% if the distance is less than 250m, which
is the transmission range. Otherwise, it is 0%. AsrisBeases, more communications fail even if theadst
is less than 250m, and more communications succeed ewba flistance is longer than 250m. This
unreliability causes asymmetric links as shown in &) with SD=4dB. Solid lines are symmetric links and
dashed lines denote asymmetric links. We observed 715 asgimiimks, which makes up 39% of the total
links. These asymmetric links are not uncommon ingealmunication environment and must be considered
for correct evaluation of any protocols or algorithisother important parameter is capture ratjpin EQ.

(3). As discussed in Section 11.B and [26], the degree mtiucig is much higher in WSNSs. In our simulation

study, it is varied from 2 to 12 dB while 10dB is used as tfeutlesalue in ns-2 network simulator.
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(a) Link success ratio (b) Asymmetric linfdashed)
Figure 5: Communication environment with shadowing model.
(1122 symmetric links, denoted as solid lines, and 715 or 39%tnasdyic links, denoted as dashed lines, with
SD=4dB, 2=10dB in (b).)

Fig. 6 shows the schedule conflicts in RAND, whichostecibuted by the non-deterministic communication
channel and the imperfect two-hop graph coloring algorékptained in Section Il. A schedule conflict occurs
when two nodes more than two-hop away are assigneshthe time slot but are able to interfere with each
other. Fig. 6(a) shows such vulnerable links in the cdéseD=4dB andz=10dB and Fig. 6(b) shows the
collision probability with different SD ang) values. Upon an event in a WSN, a sensed data isriiteets at



13

the risk of up to 11% of collision possibility with RANIh BSMA, it reduces to almost zéro
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B. BSMA under Realistic Communication Environment

The BSMA algorithm progressively constructs a properdreea perfect schedule. This can be measured by
the number of orphan nodes as discussed before. Considgample tree of 250 nodes with SD=0dB/4dB
andz=10dB as shown in Fig. 7. Sink node (labeled 0) is locatedtabhe center of the network. Fig. 7(a)
shows the tree after the first scheduling phase with08IB while the last tree with no orphan is in Fig. 7(b).
There are 56 orphans in Fig. 7(a) and it took 7 schedulingepttascomplete the tree construction. If an
orphan is not allowed, almost all the nodes can beamad to the tree from the first scheduling phasetbut i
will cause a lot of backward links in the current schedulpphase as well as many link changes in the
subsequent scheduling phases. As scheduling phase repeagetheotld converge to a proper faster in
BSMA. Figs. 7(c) and (d) show the first and the last (l4tineduling phase with SD=4dB. There are 85
orphans in Fig. 7(c) and it took 14 scheduling phases to cteniple tree construction.

Fig. 8(a) and (b) show how fast BSMA produces the properunder different communication conditions.
Fig. 8(a) shows the number of orphan nodes over 15 schgghiases with SD=0~6dB amg-2~10dB. A
larger SD results in the larger number of orphans anB3iA converges to a perfect schedule slowly. In the
extreme case, where SD=6dB ag€d10dB, there exist about 86 orphans in the first scheduliagepand it
took 15 scheduling phases to produce a perfect schedule.

One important observation is that the convergeneeisagreatly dependent @iGSLOT size. Fig. 8(b)
shows it with three differeBIGSLOT sizes, 18, 25 and 35. While SD apdre the external parameters that
the protocol cannot adjust, tB#GSLOT size is an internal parameter that can be adjustezt bas the
feedback from previous scheduling phases. In other wor@&I@SLOT size must be determined not only
based on the node density but also on communicatioroenwent, which again can be measured using the

® This is not zero because the three-hop separatiBSMA does not always guarantee collision-free. Howevés very rare
in BSMA because two generations in three-hop awaplaysically separated when the tree is properly constiaid majority
of traffic is directed toward the sink.
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number of orphan nodes B6EL collisions. We leave it one of our future works. Howews can be inferred
from Figs. 7 and 8, the BSMA algorithm constructs a proqg@er in the long run (considered relatively short
compared to the long sensor network lifetime) and proadasllision-free schedule.
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Figure 7: BSMA tree structure.
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C. Complexity Analysis

This subsection introduces estimates on general penficaraf BSMA and its comparison with RAND.
Although it is often straightforward as discussed earli¢his section, the following observations would be
helpful to better understand the performance benefiisinog BSMA. For simplicity, we assume that sensor
node density is uniform across the network in the oilg analysisj.e., each node has equal number of

neighbors, say.
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Observation 1 (Frame lengtijrame length of the BSMA algorithm ig,3wvhile that of RAND is 8 in the
worst case.

Proof In BSMA, all children of a node must be accommodatealBIGSLOT and a frame consists of three
BIGSLOTs or 3. In RAND, a frame size is determined by the powe2 wiich is equal or larger than the
maximum number of neighbors. In the worst case, adisine is A.

Observation 2 (Message Latencljessage latency of the BSMA &, whereh is the sensor-to-sink hop
count, while that of RAND i2hn.

Proof In RAND, each node has exactly one time slot ichelaame in RAND. Therefore, the worst case
message delay per hop is equal to frame leng2n.dforh hop communication, it 8hn In BSMA, the worst
case delay per hopBIGSLOT size om. Therefore, message latency for h-hop communicadibn i

Observation 3 (Energy Consumptioiihe worst case duty cycle in BSMA is 33% while thaRAND is
50%.

Proof We ignore energy consumption during scheduling phase batausdatively small. Since the frame
length in BSMA is3nand each node needs to listen to its children, wiiahmosh, it must be awake for 33%
of the time. In RAND, since the frame lengtl2is the duty cycle is 50% in the worst case.

V. RELATED WORK

Common MAC protocols in WSNs are schedule-based CSMIAT&YMA due to their energy-efficiency.
TDMA is advantageous over the other as it providessamiifree medium access and thus does not waste
energy due to collisions and retransmissions. Howegedescribed earlier, existing TDMA schemes are not
“conflict-free” and thus waste energy without deliverimgeful information. TDMA schemes do consume
energy due to idle listening/overhearing and scheduling eadrhand there has been active research in
addressing these issues.

A. Schedule-based CSMA

S-MAC [5] is a schedule-based CSMA scheme. It follower@om access model similar to IEEE 802.11 by
having RTS-CTS-DATA-ACK sequence. It reduces energy copsamby having each node sleep for some
time and then wake up and listen to see if any other wadés to talk to it. If the corresponding durations are
half second and half second (50% duty cycle), it caneelciese to 50% energy savings. T-MAC [2] tries to
improve over S-MAC by introducindynamic duty cycleélThe main idea of the T-MAC protocol is to further
reduce idle listening by transmitting all messages intbansd to end the active listen period by timing out on
hearing nothing.

S-MAC [5] follows a random access model similar to EEB02.11 by having RTS-CTS-DATA-ACK
sequence. It reduces energy consumption by having eackleegdor some time and then wake up and listen
to see if any other node wants to talk to it. If¢tberesponding durations are half second and half second (50%
duty cycle), it can achieve close to 50% energy saviibsodes are free to choose their own schedules but it
is preferable for neighboring nodes to have the samedste in order not to wait and thus reduce packet
latency. T-MAC [2] tries to improve over S-MAC (fixetlity cycle) by introducinglynamic duty cycléo
further reduce idle listening periods. The main idea of tHdAC protocol is to reduce idle listening by
transmitting all messages in bursts and to end thesdstign period by timing out on hearing nothing. Caveats
of these schemes are: Multiple schedules can occugm feetworks even though the protocols are biased to
promote a single schedule [31]. Those border nodes spendimerisstening or sending data and therefore
consume more energy. And, sleep/wakeup schedules canlateasy in a WSN because a packet is queued
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if the next-hop is sleeping, which is quite common liorgy multihop path toward the sink.

B-MAC [32] achieves low power operation by employing dagive preamble sampling scheme. Nodes
periodically wake up and check for activity on the chamseiglow-power listeningLPL) and continue to
listen if the channel is not idle. Packets are séihitlang preambles before transmitting an actual davader
to match the channel check period shifting most ofcthet to the transmitter [32]. On the receiver side, it
needs to stay awake to overhear the long preambles thbgrare detected even though the packet is not
intended to it. Moreover, B-MAC needs an additionaligiolh avoidance or mitigation protocol such as
S-MAC.

On the other hand, TDMA protocols provide collisioreflreedium access and thus are considered energy
efficient because they save energy due to collisiosetnansmissions. They have a built-in duty cyclectvhi
also helps reduce energy consumption for idle listeningaechearing. Control overhead is known to be the
only significant factor for energy inefficiency agyrequire setting up and maintaining schedules. However, it
may not be a critical issue in WSNs because nodes tlexhait high mobility. Scheduling adjustment is
needed infrequently and the corresponding overhead is nkgtgibsidering the long lifetime of WSNs [25].
Nonetheless, TDMA schemes still waste energy due ltisians, idle/listening and control overhead, which
we’re going to discuss in detail in the below.

B. Idling/Overhearing

In TDMA schemes, a node knows when it is supposed tertiabut it doesn’t know when it is supposed to
receive. Without knowing that, it has to be awakehaltime listening for incoming messages or idling and
thus consuming energy. A few studies addressed this iserglye®ajendraet al. proposedraffic-adaptive
medium accesS RAMA), where a node uses its first time slot tardsite its transmit schedule for the next
hundreds of frames [15]. Since the schedule identifiegetteaver and in which slots it will transmit, nodesic
avoid idle listening as well as overhearing.

In an abstract TDMA scheme presented by Shepard [2H neale independently produces and publishes a
schedule, which consists of receive slots and trarséotg for the node. When a node has a packet to titansm
it will compare its own schedule with the receiving riedehedule and send the packet during a time when
one of its own transmit slots overlaps with a skthe receiving node. Here a node needs to listen durveng t
receive slots it committed and sleep for the resh@ftime. Rozovsky and Kumar proposed a similar idea but
each node needs to publish its unique seed number instiredenitire schedule [13]. If a node knows seeds of
its two-hop neighbors, it can also compute their scheduld thus come up with the correct communication
slot for a particular receiver.

The proposed BSMA protocol takes a similar approach buitowitincurring significant overhead. In a
sink-based sensor network, BSMA constructs a spanniegsrdescribed earlier and a node receives packets
from its children in the tree structure. Since the nasigns TDMA slots for its children, it automatically
knows when it is supposed to receive, thus saving energy.

C. Control (Scheduling) Overhead

The objective of TDMA slot scheduling problem is toigiss time slot to all nodes in a conflict-free manne
such that the total number of time slots (frame s&ej)inimized. Due to its distributed nature, the proldém
finding an efficient time schedule in a scalable fastgodifficult. RAND is a centralized TDMA scheduling
algorithm suggested by Ramanathan [20]. It sorts alldbdesin the graph in a randaatal orderand assigns
to each node, in that order, the minimum color (or rslonber) that has not yet taken by its conflictinge®
RAND is not scalable for a large network becausegiiires global knowledge of network topology.

Rheeet al. proposed a distributed implementation of RAND, called DRAQ4], where the problem is
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modeled by thelinning philosopher probleras any two nodes in an interference range can beedias
sharing a fork. To simplify the implementation, it usmsdomization technique: In the scheduling phase, each
node tosses a coin. If it is head, sends a “requesBagedo its fork set with the probability depending on the
number of neighbors. If it receives all of its forksallocates the least unassigned time slot by itshao
neighbors. Then, it sends a “release” message torksset [24]. This process requires message exchanges
among the neighbors in each of four stages, whé&iigasPhase Reservation Protod®lPRP) [14], proposed

by Zhu and Corson, completes slot scheduling via messabarges in five phases.

However, the complex resolution of TDMA schedule viesssage exchanges consumes a considerable
portion of the scarce bandwidth and introduces long detaysbtain the correct schedule. Alternative
solutions have been proposed in the literature thareeabnflict-free scheduling in a distributed way while
significantly reducing the number of message exchangesngmaeighbors. For example, in
Neighborhood-aware contention resolutidfCR), each node computes priorities of all its twg-heighbors
based on a hashing function and elects itself as awints priority is the highest [12]. Similarly, iInRAMA,
each node computes its winning slots based on its igemtifd slot number [15].ime spread medium access
(TSMA) is a topology-transparent schedule, which doesemuire any information about neighbors, thus
completely eliminating the need for message exchangé¢slflISMA, each node is supposed to repeat a
packet multiple times in a frame and the slot schedule giggs that at least one of the retransmissions is
conflict -free. It offers a unique viewpoint of the ednling problem but does not provide a practical solution
for WSNs because the frame size becomes extremgé. la

Our approach in the BSMA protocol requires message exchdogesetting up the schedule as in the
abovementioned schemes (except TSMA) but greatly redheesumber of messages. It is based on the
observation that, in a sink-based WSN, a node doesamgpete for a slot against all its two-hop neighbors;
rather it competes against those that might transngesl data to the same parent node in the tree. The
coordination is not based on random chance; rathparent communicates with its potential children to
coordinate a TDMA schedule for them. These two comteilseducing the control overhead in BSMA. Two
closest studies to BSMA in this regard Blexible Power Schedulindg-PS) by Hohlet al.[11] andTreeCast
by PalChaudhurt al.[29]. However, FPS is a slot “reservation” schemieerg each node schedules a slot
individually, whenever it has demand, and TreeCast @auing scheme that offers efficient sensor-to-sink
paths by exchanging messages.

VI. CONCLUSION AND FUTURE WORK

While TDMA is an excellent candidate for energy- cosised sensor networks due to its deterministic
behavior and collision-free, error-free message dglivesuffers from high scheduling overhead and its lack
of robustness under realistic communication environmEms paper shows that how conventional TDMA
schemes based on two-hop graph coloring algorithm faildeide collision-free medium access and to utilize
available transmission opportunities, and suggests a singblest, energy-efficient TDMA-based protocol,
calledBulk Synchronous Medium Acc€BSMA). It is simple and robust because it uses theamnd-error
approach used in CSMA. It conserves energy because edetknows when to receive as well as when to
transmit. The BSMA protocol constructs a sink-rooteek tivhich is useful to reduce the latency for
sensor-to-sink traffic. Our simulation study based o network simulator shows that BSMA constructs a
proper tree and collision-free schedule in reasonabléeuaf scheduling phases.

As a future work, we consider to enhance the scajabiflithe BSMA protocol by replicating the network
with multiple sinks with a separate sink-to-sink prototadividual network can be large as BSMA leverages
spatial reuse along with as structured layout. Multiplestrath multiple sinks make each sensor node to have
more than one way to participate the tree and vieogeshhop count. In case of mobile sink, the BSMA
network does not need to be modified a lot. Without clmgntjie tree structure, the mobile sink can be
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accommodated by modifying the routing pattern from chilghdcent to child-to-parent or sibling pattern.
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