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ABSTRACT

Mobile ad hoc networks allow mobile nodes to communicate arie another without
the aid of infrastructure thus forming temporary netwonkghe fly. For such networks
to be operational a special routing protocol has to beyudedi due to possibility of
frequent node mobility. Each node in the network actsdikest as well as a router, thus
forwarding data on behalf of other mobile nodes inrtévork. While such networks are
gaining immense popularity, they are prone to scalab8syas when the network size
(number of nodes) increases, causing the path lengtleéetiie source and destination
to increase linearly. Hence a large number of interaechodes are burdened with the
forwarding load imposed by other mobile nodes, drastiedflcting the performance of
ad hoc networks.

In this thesis, a technique to enhance the capacity lmb@adetworks is implemented.
The technique exploits the existing infrastructure by placirigvgays at fixed locations
in the ad hoc network. They are originally placed to proWdernet access to mobile
nodes in an ad hoc network, but they can also be utiliaefacilitate communication
among nodes in the ad hoc network. Those gateways aserseday nodes, thus taking
responsibility of relaying most of the burden (packets) segoby the mobile nodes in
the network. The presence of such gateways is tramggarthe mobile nodes and hence
the ad hoc routing protocol does not require any compledifivation. While it is not
surprising that those gateways improve the MANET perforeaignificantly, the main
theme of this thesis is to analyze the performance gaantitatively so that a network
designer can decide on the number of gateways as svisledocation of gateways in the

MANET.



The technique is implemented and simulated based on tHeesanulator with Ad
hoc On-demand Distance Vector (AODV) protocol as the wyidg ad hoc routing
protocol. The simulation shows that the capacity of famt networks increases

significantly with the introduction of the proposed gatgw
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CHAPTER |

INTRODUCTION

1.1 Background

Wireless networks consisting of mobile devices coupletl witeless connectivity are
becoming an essential part of the future computing environr8eich wireless networks
can be broadly classified into two categories accordmgtheir dependence on
communication infrastructure [35]. Networks in the firategory are designed based on
the cellular architecture in which nodes communicateixedfcentralized base stations.

These base stations control all the transmissionkemetwork and forward the data to



the intended destinations. Examples of such network$areetlular phone network and
the Wi-Fi networks that provide Internet connectivity to mobilersse

A network in the second category consists of mobile adsvihat use other mobile
nodes as routers to route their packets to their inteddstination. Such a network is
calledMobile Ad hoc Network (MANET23]. The research on MANETS was initiated by
the Defense Advanced Research Projects Agency (DAR&Ajprm a temporary
communication network in battlefields and disastauckt areas where the wired
infrastructure is unavailable or disrupted [19]. Recentigythave gained immense
popularity in the commercial market, and for this reasio@)nternet Engineering Task
Force (IETF) has started a corresponding working group aimed aaidatdizing 1P
routing functionality for MANETS [23].

While the deployment and configuration of MANETSs can tierdessly done, a major
obstacle is that the location based routing cannaideel due to node mobility and is
more critical than in cellular architecture-based neksdecause not only the source and
destination but also the intermediate nodes (acting asrg)uare mobile. An intelligent
routing protocol must be employed so that each nodamdially finds and maintains
routes to destinations. There have been many routingqmistproposed in the literature
and three most popular algorithms &estination Sequenced Distance Vector (DSDV)
[29], Dynamic Source Routing (DSR4] and Ad-hoc On-demand Distance Vector
(AODV)[27].

In addition to the efficient routing, there has beegreat demand on providing
Internet access to MANET nodes even though the MANEGriginally a stand-alone

network. This can be achieved by integrating the celluleli@cture based networks



with MANET(S) opening many interesting research issuesuoh hybrid ad hoc

networks. Here base stations or Internet gatewaysafor data traffic to and from the
Internet for mobile nodes in the MANET. Various hybridwatks have been suggested
to provide Internet connectivity to MANETs as will basaissed in Chapter Il

[2,5,11,18,20,33,34]. These hybrid networks can also be considerad extension of a
single-hop cellular network with the multi-hopping teaiugs. In fact, it is a cost
effective solution since less infrastructure is requirexd rendes are capable of

communicating with base stations over multiple hops.

1.2 Thesis Description

In this thesis, we consider the scalability of a MANEWThen the number of nodes in
the network increases, the burden on intermediate rasl@suters increases and this
leads to a significant degradation of per-node throughpuivels as more power
consumption. This is mainly due to the increased pathHebgtween the source and
destination. It has been shown that as the humbeodgsin the network increases the
effective bandwidth of the network drastically decreasah@ square root of the number
of nodes [13].

This thesis suggests improving the MANET scalability by zitig the Internet
gateway that is originally introduced to provide Interaetess to MANETSs. These
gateways can be used to facilitate communication betWeE®MET nodes. Advantages
of such a scheme have been discussed in [6,22,36]. A uniqueefed the approach
proposed in this thesis is that the nodes in the MAMEETnot required to know about the

presence of such gateways. We call thEBransparentAd hoc Network Gateways or



TANGs. TANGs communicate with one another over high bandwidtiedvlinks thus
forming a backbone infrastructure. The main objectivehisfthesis are (i) to design an
infrastructured MANET based on TANGs and (ii) to evalumtd compare the proposed

solution via simulation.

1.3 Thesis Structure

This thesis is organized as follows: Chapter Il givesogerview ofMobile IP [30]
based infrastructured networks and MANETS. It also intreddbree important MANET
routing protocols: DSDV [29], DSR [4] and AODV [27]. Chaplirdiscusses the related
work pertaining to scalability issues in MANETS. It algives a brief overview of
various techniques providing Internet connectivity to MANETsppised so far in
literature. Chapter IV presents our solution to improwe plerformance of MANETs
based on TANGs. Chapter V gives an overview of thelampntation detail of the
proposed scheme within thQualnet simulator [31]. This chapter also presents the
simulation results and discusses the various infesenwe from the obtained results.

Chapter VI concludes this thesis.



CHAPTER I

BASIC MOBILE NETWORKS

This chapter gives an overview of two basic mobile netwoMsbile IP based

infrastructured networks (Section 2.1) and mobile ad hogarks (Section 2.2).

2.1 Mobile IP [30]

Mobile IP is a mechanism for maintaining transparentvoikt connectivity to
mobile hosts. Mobile IP protocol enables a mobile hosetaddressed by the IP address
it uses in its home network, regardless of the netwmnkhich it is physically attached.
Mobile IP introduces the following terminologies.

* Mobile Node (MN)is defined a host or a router that changes its point of

attachment from one subnet to the other.



* Home Agent (HA)s defined as a router on the MN’s home network thaveleli
the data packets destined for the MN to the foreign netwudre the MN is
physically attached.

* Foreign Agent (FA)is defined as a router on the MN’s visited network that
provides routing services to the registered MN. FA broadc#se agent
advertisementmessages periodically to inform a new MN about theidor

network.

2.1.1 Mobile IP Operation

When a MN moves out of its home network and entersvafokeign network it needs
a new address callezhre-of addres§COA) to communicate with the Internet. The MN
obtains a COA through the FA where it currently residdebile IP defines two
messages that are broadcasted to obtain the serviees FOA: (i) agent advertisement
that are broadcasted by the FA as mentioned above iard€nt solicitationmessages
that are broadcasted by the MN (in search of an FAyeder, if the FA is absent the
MN can obtain a COA by different means, for examftepugh a gateway running the
Dynamic Host Configuration Protocol (DHCHY]. Such an address is called a co-
located COA. When an MN receives agent advertisemerftom the FA, it registers
with its HA via the FA giving its current location, idérble via the COA. Thus the data
destined for the MN can be delivered by the HA via the MAbile IP is designed to
operate when the FA and the MN are in direct commubpitatinge. Thus the FA uses

the hardware address for forwarding the packets destinekefdiN.



2.2 Mobile Ad Hoc Networks

A mobile ad-hoc network is a collection of mobile nodeat tform a temporary
network without the aid of fixed communication infrastruetuSince the quality of radio
signal degrades with distance the effective transnmgsioge of a node is limited and it
makes it necessary for one mobile node to take thestasseé of other nodes in
forwarding its packets to the destination that is outisafansmission range.

Routing is the most critical design issue in a MANET tlués dynamic nature. The
initial approach used for routing wasoactive,i.e. each mobile node constantly keeps
track of routes in the network and this requires the nodxt¢hange control messages at
a regular time interval. In a network where bandwidthat a major constraint, proactive
protocols would be preferred since the lead time to stasinamission is less as routes to
a destination are available instantly. Section 2.2.lodhices one such proactive
algorithm, calledDSDV (Destination Sequence Distance Vec{@6]. Later, reactive
algorithms, where routes are discovered only on denfenet, been proposed to alleviate
the overhead corresponding to the periodic control rgess®SR (Dynamic Source
Routing)[4] and AODV (Ad-hoc On-Demand Distance Vec{@7] protocol are the well-
known reactive algorithms, which will be explained in Sect®2.2 and 2.2.3

respectively.

2.2.1 Destination Sequence Distance Vector (DSDV) [29]

DSDV is a proactive protocol and is based on the distaec®wvalgorithm used in

Internet. Due to the dynamic characteristic of théwoek the nodes periodically



broadcast routing updates. Each node updates its routingpetelically with routing
information to all destinations such as the numbédropfs to each of the destinations and
the next hop node.

DSDV uses sequence numbers, which is initiated by the déstintself, to maintain
fresh and loop-free routing paths. When a route to thé¢ hem is broken the node
immediately broadcasts the information to its neighwith the incremented sequence
number corresponding to that particular destination. Wéhenobile node receives new
routing information, it checks its routing table to etetine if it has a similar kind of
information. If the node already has that routingoiniation then it compares the
sequence number of the received information to evalusitieeithness. If the sequence
number of the information it has is less than thathef received information then it
updates its table. If both sequence numbers are the daem@de keeps the information

that has the shortest route (or the least numbeod to that destination).

2.2.2 Dynamic Source Routing (DSR) [4]

DSR is a reactive protocol and uses the concept of sooutig. It means that the
source determines the complete path to the destina@bnhd packets have to traverse,
and each packet carries the entire route informatiats ineader. DSR thus permits an
intermediate node to cache the routing informatioth@ir route cache for their future
use.

The DSR discovers routes and maintains routing infoomaby using two main
mechanismsRoute discovergndRoute maintenanc®oute discoveris the process that
a source desiring to send data to a destination obtam#eto the destination if it does

not have one in its route cache. Route maintenarite immechanism that the node keeps



track of those routes. When a node finds a link breakagmé of its neighbors while

forwarding a packet, it sends a route error messagetbable source node. The source
as well as all the intermediate nodes updates thete mache by invalidating the routes
that contain the broken link. Then, the source nods toaise an alternative route to the

destination or invokes a Route discovery for the desbimagain.

2.2.3 Ad-hoc On-Demand Distance Vector (AODV) [27]

AODV is a combination of DSR and DSDV. It uses the epbtafRoute discovery
and Route maintenancenechanisms from DSR and uses the concept of sequence
numbers, hop-by-hop routing and periodic beacons l{eo messaggsfrom DSDV.
AODV is an on-demand routing protocol, i.e. routes te thestination are only
discovered when required thus avoiding control overheadcansuming less power.
AODV uses the sequence number that is generated by theaties for each route
entry. The destination sequence number ensures loop frestbihtwo similar routes to
a destination exist then the node chooses the one hethhighest sequence number
giving a priority to a more recent route information. D@ usesRoute Request (RREQ)
Route Reply (RREP)and Route Error RERR messages for route discovery and

maintenance. The functioning of AODV is explained beiowetail.

Generating and Handling RREQ and RERR

When a source wants to send data to a destination anchdbbave a route to it, it

generates an RREQ packet and broadcasts it. The RREG@hasediowing fields in its



packet:Hop Count RREQ 1D Destination IP Addresdestination Sequence Number
Originator IP AddressandOriginator Sequence NumbeFhe hop count is the number
of hops from the source to the node handling the RREQs When a node receives an
RREQ, it increments the hop count by one and rebroalt@stpacket to its neighbors.
RREQ ID is a number that uniquely identifies the RR&@ is used not to process the
same RREQ more than once. Destination sequence nusilibe igreatest sequence
number received in the past by the originator for any romwards the destination.

When a node receives the RREQ packet it checks td séea destination. If not, the
node checks its routing table to see if it has a rautbd destination. If it does, it checks
the destination sequence number in the RREQ packet wittmthé@ has. As in DSDV if
the destination sequence number it has is greateriibaome in the RREQ then the node
sends a RREP to the source stating that it has a toutke destination. A route
associated with a higher Destination sequence numbegasded as a fresher route to the
destination. If the node does not have a route to thendisn or if the node has a route
but the sequence number associated with the routesithis that in the RREQ, the node
updates its routing table, increments the hop count by mheedoroadcasts the packet to
its neighbors. At this point, the node creates a revergte to the source by recording the
address of the neighbor from which it received the RRHE®.reverse route will be used
to forward an RREP to the source. When the destinadioeives the RREQ packet it
prepares an RREP packet, increments its current destirsgiuence number by one and
sends the RREP packet to the source through the condtresrse paths. The source

waits for the RREP for a fixed interval of time antraasmits the RREQ if it does not

10



receive an RREP. If no response is received for a pnedehumber of times then the

source declares the destination is unreachable.

Route Table Management

The route table of a node maintains entries for eastind¢ion the node is interacting
with or forwarding packets to. Each entry includes tiewding fields: Destination IP
address Number of hopsNext hop Destination Sequence NumpandExpiration time
for the entry They help the node to maintain the connectivity &f tietwork. The
expiration time associated with the route depends ensihe of the MANET and
indicates the time after which the particular entripi®e removed. In addition, each node
maintains the list of active neighbors so that ifnk to one of the active neighbors is
broken the node immediately invalidates the entry enrtbute table and broadcasts an

RERR message. This is how AODV reacts to link failures.

Hello Messages

A node broadcasts Hello Messages periodically to mairconnectivity even in the
absence of communication. It contains the identitshefsender and sequence number so
that its neighbors can update their local connectivitynole thus assumes a link is
broken if it does not receive a Hello message for smm@defined amount of time interval
from one of its neighbors. It then broadcasts an Rg&éket to its neighbors regarding

the link failure as discussed above.
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CHAPTER III

RELATED WORK

As discussed in Chapter I, the main theme of this tliesisimprove the scalability of
MANET with the help of Internet gateways. While thegoral idea of introducing
Internet gateways in MANETS is to provide Internet catinéy to MANET nodes, this
thesis investigates the possibility of utilizing the ingt gateways to support
communication among mobile nodes. In this chapter wedntte and discuss previous
works on those two related issues: scalability of MANE$sction 3.1) and Internet

connectivity to MANETS (Section 3.2).

3.1 Scalability of MANETSs

When the size of a MANET increases the average rdistdetween the source and
destination increases linearly which results in largeaydeind drastic decrease in per

node capacity. This is mainly due to the large amoufarefarding load imposed on the

12



intermediate nodes. Random access-b&sa@ (Medium Access Contrgbrotocols, as
used INIEEE 802.11standard [30], aggravates the situation by increasing thardrod
competition a node faces for transmissions as disdussgl]. Their results show that
the end-to-end throughput available to each node degradeglas), where n is the
number of mobile nodes. Another related study showed thieataverage throughput
available to each node is shown to degrad®@sv (nlogn)) and thatO(1/+h) is only
achievable when the nodes are optimally placed and thye r@ineach transmission is

optimally selected [13].

3.1.1 Simple Solutions to Enhance Scalability

According to the aforementioned discussion, the gffedbandwidth of a MANET
decreases as the number of nodes within the MANETaBe= In a large scale MANET,
data packets must go through a large number of intermetbais before reaching the
destination limiting the scalability. In addition to data paskthe overhead induced into
the network due to the flooding of control packets (sucRREQ discussed in Chapter
II) in the entire network limits the scalability driastly. In the following section, two
simple solutions are considered, one for reducing timebeu of intermediate nodes and
the other one for reducing the control overhead.

In [12], the authors exploit the node mobility to improte average long-term
throughput per source-destination pair. They propose tbati@e node should broadcast
its packet to its one-hop neighbors and let one omtlieliver the packet to the
destination. Since nodes are moving all the time, tiseeehigh probability that at least

one relay node gets closer to the destination. This apprdoes not require any fixed

13



infrastructure and hence it is cost effective. However delay incurred due to this
approach can be tremendous and hence the solutioniiedino high delay tolerant
applications. In addition since packets have to be buffargil the destination is close
enough, a large buffer size at each node is requirestlyLthe performance of this
scheme greatly depends on node mobility.

Control overhead is incurred in order to find and mamtae routing paths among
nodes. A clustering scheme has been proposed to reducenthel overhead in a large
scale MANET [37]. It dynamically builds a hierarchical hoc network with backbone
nodes, which take care of relaying control packets (poss#ike packets too) on behalf
of other nodes. This scheme breaks a large MANETamomber of small clusters, each
with a backbone node and the flooding of the controkets are limited to the backbone
nodes. The main advantage of this scheme lies in thetise and maintenance of the

backbone nodes as well as overloading on those backioaies.

3.2 Internet Access to MANETSs

This section gives a brief overview of various techniquas providing Internet
connectivity to MANETS proposed so far in literatureo\iding Internet connectivity to
MANETS requires gateways that act as bridges betweeMA&NET and Internet, since
the gateway has to understand thiernet Protocol (IP)as well as a MANET routing
protocol (e.g. AODV), the routing flow between a MANETdeoand an Internet node

can be drawn as in Figure 3.1.
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MANET Node Gateway Internet Node
Application Application Application
: A
| UDP/TCP UDP/TCP | UDP/TCP
{ AODV (and AODV IP/Mobile || P/ Mobile 1P
possibly Mobile IP :
v P, e - 1]
Wireless Link Wireless Linké Wired Link éWired Link
Layer (e.g. IEEE] | Layer (e.g. IEEF] Layer (e.g. ' Layer (e.qg.
802.11)! 802.11) |IEEE ! {EEE 802.3)
802.3) :
Wireless PHY Wireless PHYi Wired PHY iWired PHY
N v,
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Figure 3.1 Routing flow through the protocol stack betweRIABIET and Internet node.

An overview of the techniques is provided in Table I. They generally
classified into two groups, depending on whether they usbil®dP or not to
provide Internet access to MANETS. Section 3.2.1 dissugsetechnique, wherein
the Mobile IP Foreign Agent (FA) provides gateway servimetsveen the Internet
and MANET. In this technique mobile nodes in the MANET, whaod running the
Mobile IP software as well as the MANET routing protoacg the only nodes that
gain access to the Internet. In Figure 3.1, a MANET nods both AODV and
Mobile IP protocol. The gateway is a Mobile IP ForeiggeAt and thus this

technique utilizes Mobile IP for providing Internet accessSMANETS. Section




3.2.2 explains the second technique in which, the Internesw@gtbetween the

MANET and the Internet provides Internet access tonafles in the ad hoc

network. In Figure 3.1, a MANET node runs AODV algorithmyonl

Table | Technigues to provide Internet connectivity to MATS

Mobile I P Foreign Agent as Gateway Router (Seamless Roaming Supported)
(Nodes running both, the M obile | P softwar e as well asthe MANET routing protocol gain I nter net

access - Section 3.2.1)

Implementation Special Features Routing Protocol Section
Simulation/Real Special_ FA RREP packetis | Ad Hoc On-Demand| 3.2.1.1
introduced. Routing Protocol [2]
MIPMANET Cell Switching
Simulation in Network Algorithmm This_ algorithm helps Ad Hoc_: On-Demand| 3.2.1.2
Simulator-2 [9] the MN to decide when to switch Routing Protocol [18]
to a new FA
Duplicate Address Detectid@8]:
Simulation in Network Thls_algorlthm helps a node to Ad Hoc On-Demand| 3.2.1.3
Simulator-2 obtain a unique co-loc_:ated care-of- Routing Protocol [34]
address when an FA is not
available.
Implementation of the Route
Real implementation on OS/2 Manager Prog(;nghe I:oute Modified Version of 214
and AlIX manager coordinates the Routing Information 3.2.1.
operations between the MANET Protocol [14] [20]
routing and Mobile IP to update
the nodes routing table.
Internet Gateway asa Router (Seamless Roaming Not Supported)
(All Nodesin the MANET gain I nter net access - Section 3.2.2)
Real implementation on Linux Clus_ter Gateway_ Modelt is a .
Windows NT routing protqcol mdepend_ent Sc_)urce Initiated 3.2.2.1
gateway acting as a Service AccgedRouting Protocol [32]  [33]
Point and a FA
SpanningMANETS across
Real implementation on Free| Heterogeneous InterfaceSnables Dynamic Source 39222
BSD the nodes in the ad hoc network fo  Routing Protocol '[5'] '
communicate over different [4]
interfaces
Implementation of FAMA-NCS
. L [10] — The Floor acquisition
Tgém::lﬁggjr)”}ﬁz; ZLOSOSﬁ:a mult_iple acc_ess_wi_th non-persistent Wi_reless Internet 3.2.2.3
carrier sensing is implemented as Routing Protocol [25]  [11]

Il Sparc Workstations

the MAC layer protocol to reduce
the control traffic in the network.

16




Note that the discussion in this chapter is centeratefollowing three issues

that are important to the design of such infrastructur@d&ITs.

» Naming Convention: The addressing mechanism on the Inteyrieerarchical
while such an addressing scheme is not viable in ad hooretdue to dynamic
topological changes hence the integration of the wamimes a challenging task.

» Discovery and registration process: This is the processgich, MANET nodes
register with the gateway/router to gain access tintieenet.

* Mobile IP (MIP): The industry-standard Mobile IP mechanig0] can be used

for providing Internet access to MANETS.

3.2.1 Mobile IP Foreign Agent as an Internet Gateway

In Figure 3.2 MN1, MN2 and FA are running Mobile IP softwarevali the MANET
routing protocol. The Mobile IP FA acts as gateway andriges Internet service to
MN1 and MN2. The MANET routing protocol and Mobile IP hawebe modified so that
Mobile IP messages can be sent over multiple hopss THVIN1 desires to gain access
to the Internet it has to first locate a FA and Reiicinitiates a RREQ as seen in the
Figure 3.2. Once MN1 discovers the FA, it sends agentitsdibn messages and
registers with its HA by following the normal Mobile fPocedures. However the Mobile
IP messages have to be routed using the MANET routinggobtt should be noted that
it is possible to have a mobile node that runs the MAM&IEing protocol only and does
not understand the Mobile IP messages. Node N1 in Figures 3@ch a node and it

cannot gain Internet access even if it wishes to.
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The various techniques discussed in this section followatbeementioned basic
concept in providing Internet connectivity to MANETs. THhdéference among the

techniques lies in FA discovery and handoff mechanisms.

» RREQ (e.g. AODV)

RREP (e.g. AODV)

A

» Agent Solicitation (MIP

< S - Agent Advertisement (MIP)

; AN ~» Registration (MIP)

Figure 3.2. Mobile IP FA as a gateway.

3.2.1.1 Global Connectivity for IPv4 MANETS

In [2], the authors assume that the MN gains accetse timternet by obtaining a COA
from a Mobile IP FA, which provides the gateway servicesvéen the wired Internet
and the MANET. The AODV [27] routing protocol, discussedChapter Il is used for

routing within the MANET and for obtaining routes to th&. F

18



Foreign Agent Discovery and Mobile Node Registration

When an MN desires to access the Internet it preper&REQ packet to discover an
FA in the MANET. The MN sets the destination IP addes224.0.0.11 (“All Mobility
Agents” i.e. FA and HA multicast group address) in theeRRand broadcasts it. If the
node receiving the RREQ is the FA itself, the FA unkastFA-RREP as described
below. On receiving the FA-RREP the MN follows thesibaMobile IP procedure to
access the Internet. Once the MN has registeredthetiirA it broadcasts (just once) the
FA advertisement on its interface so that other Miigsiring Internet connectivity can

register with the FA.

FA-Route Reply

Upon receiving the RREQ, the FA replies with RREP. @hthors extend the RREP
message discussed in section 2.2.3 to relay additiomatmation regarding the presence
of FA’s within the MANET. Such an RREP is termed asf#eRREP and is similar to
the normal RREP with an addition of a ‘F’ bit to it.nh&h the ‘F’ bit is set, it indicates
that the RREP is from the FA. The MN uses this infation to distinguish between the
RREP from a FA and that from a normal node so as ¢melevhether the node is on the

Internet or in the MANET.

FA-RREP versus RREP
When a MN desires to send packets to a particular dastingafirst search its routing
table to locate an entry that completely matcheslfhaddress of the destination. If

found, it should use that route, otherwise, it shonydd search for the destination in the
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ad hoc network by using normal AODV operation. In this predeis quite possible that
the MN would receive the FA-RREP before it receives nbemal RREP from the
destination, especially if the destination is far frtma source when compared to the FA
as seen in Figure 3. 3 below. In Figure 3.3 the sourcei&@easitan RREQ but since it is
closer to the FA than to the destination, it receare$A-RREP before the normal RREP
from the intended destination D can be received. Theceddrshould not use the route
through the FA, but should wait till a normal RREP ragssis received from node D. If
a RREP is not received within the predefined time the MiNassume the node is on the

Internet and can route the packets to the FA (assuminag i route to the FA).

Figure 3.3. Path selection with FA-RREP.

3.2.1.2 MIPMANET- MobileIP for MANET
In [18], the authors propose tMIPMANET protocol that provides Internet access to
MANETSs with the aid of the Mobile IP FA as the gateveand using the mechanism of

reverse tunneling24]. The authors assume that the MN requesting Intacegss has a
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home address, which is valid on the Internet. The techngjueplemented in Network

Simulator-2 (ns-2) [9] with AODV as the MANET routinggtocol.

FA Discovery

The FA discovery mechanism in this section is sligtiifierent from that discussed in
3.2.1.1 since there is no special FA-RREP. If the MNsdu® have a route to the FA it
can initiate an agent solicitation message and broadlaaser the MANET. When a FA
receives the agent solicitation it can either brosiditee agent advertisement or unicast it
to the MN. The approach chosen depends on the numbeNf i the network. If the
number of MN’s in the network is small the authors preposunicast the advertisement
to the MN since broadcasting would lead to flooding th@@dnetwork. But if there are
large number of MN’s then unicasting advertisement acheMN would be more

expensive than broadcasting the advertisements.

Changesto Mobile IP

As mentioned in Section 2.1 the FA and MN communicatk @ach other using the
hardware address instead of the IP address. But when taed=-MN are multiple hops
away the hardware address cannot be used and hence fibes autipose a separate unit
called theMIPMANET Internetworking Uni(MIWU), which is inserted between the FA
and the MANET. The MIWU is a module that can be lahde the FA or on a separate
host, which is on the same link as the FA as seenguaré&i3.4. It possesses all the
MANET routing protocol functionality and the required chas to Mobile IP. From the

FA’s point of view the MIWU is an MN that is registeg with different IP addresses,
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but with the same hardware address, thus solving the aforiemsd problem of

communication between the FA and MN over multiple hops.

)
%

AN —_—
Internet
FA and MIWU
]

N MIWU
Internet
=l
(a) MIWU and FA on the same host (b) MIWU and FA epaate hosts

Figure 3.4 MIPMANET internetworking unit

3.2.1.3 Internet Connectivity to Ad hoc M obile Networks
In [34] the authors propose a technique similar to thaudged in 3.2.1.1 with the
exception of a co-located COA if FA is not availabliée technique is implemented in

the ns-2 with AODV as the MANET routing protocol.
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Obtaining a Unique Co-located Care-of-Address

As mentioned in Section 2.1, a MN can acquire a CO/Aeetitirough a FA or through
a gateway. Nodes configure their own COAs by using the ask@rhetwork prefix.
They first choose a random identifier to append to tteord prefix. This is the address
for which they will perform théDuplicate Address DetectiofpAD) [28] and is called
the requested address. Then, they choose any arbitrgrgrany address and prepare an
Address RequegAREQ) packet that is broadcasted to its neighbors. Wherother
nodes in the MANET receive the AREQ they first ceeatreverse route to the temporary
address and then check their own IP address with thhé séquested address. If there is
a match, then that node prepares Asddress Route ReplfAREP) stating that the
requested IP address is already in use and unicasts thB ARthe reverse route to the
source node. If the IP address does not match, thenotte simply rebroadcasts the
AREQ. If the source node does not receive the AREPsSpeaified amount of time, it
assumes that the address is unique and begins to use iif ielreceives an AREP then

the node again chooses a random identifier and repeagsitine process.

3.2.1.4 Ad hoc Networking with M obile IP

The authors of [20] propose a solution by which MobileidPintegrated with a
proactive MANET routing protocol to provide Internet coctingty to all nodes in the
MANET. The authors point out that both the Mobile IRIaMANET routing protocol
modify the nodes routing table. They thus introducedo@de managerprocess to
coordinate between the two protocols. Thus instead of fymogli the routing table

directly, both Mobile IP and the MANET routing protoc®nd their respective route
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modification request to the route manager who themddecwhich modifications will
take affect. All nodes in the MANET run both, the MebiP as well as the MANET
routing protocol. The proactive routing protocol used in tinplementation is a

modified version of th&®outing Information Protocol (RIFL4].

Internetwor king between Mobile P and the MANET routing protocol

Mobile IP was modified to enable unicasting of messagbsden the FA and the MN
over multiple hops. The RIP was modified to pick up ageivertisements/solicitations
from the Mobile IP software running on the FA/MN and railieem to all the other nodes
in the MANET, thus extending the range of the FA to nowahedti-hops away. Both,
Mobile IP and modified RIP update the entries in theingutable. If the two processes
request a route entry to the same destination viaitteeesht gateways then either one of
the routes can be entered in the routing table but ndt Gat resolve this issue the
authors have implemented@ute managefrtmgrd) program as mentioned earlier, which
decides on routes and manages the routing table. Thefiedo&IP has the current-
updated topology of the network and hence the routes regulegtit are given priority
over the routes requested by Mobile IP. Thus Mobile IR@tas the MANET routing

protocol is modified to relay their route manipulatioguest to the rtmgrd.

3.2.2 Internet Gateway as a Router

This section discusses three techniques that have spededigned gateways to
provide Internet access to the MANETS. The first temimairequires all the MANET

nodes to register with the Internet gateways. In go@sd technique the entire MANET
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is considered to be a single IP subnet thus making theofaskiting easier. The third
technique introduces a gateway, which keeps track of atoff@ogical changes in the

network and updates the MANET nodes with the correspgridfarmation.

3.2.2.1 Protocol Independent Internet Gateway for MANETSs

In [33] the authors propose a special Internet gatehatywworks together with the
MANET routing protocol to provide Internet access for n@hbibdes. The proposed
gateway functions independently of the underlying MANETitirgy protocol, thus the
MANET nodes need not run any additional software aparnhfthe MANET routing
protocol to gain Internet access. Such a gateway ischaséheCluster Gateway (CG)
This technique was implemented on a real test bed withxLamd Windows NT
machines and the routing protocol usedamirce-Initiated Adaptive Routirggorithm

(SARA)32].

Services Provided by the Cluster Gateway

The CG provides two services: (i) Service Access P&AP) and (ii) Mobile IP Service.
In the SAP mode the CG acts as a simple Interneev@@gt and performiNetwork
Address Translation (NATB] for all outgoing packets from the node in order tsuas
proper routing to the Internet. In the Mobile IP servisede the CG acts as a normal

Mobile IP FA for a MN in the ad hoc network.
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Internet Accessvia CG
The technique proposed in [33] requires every node in the MAfEegister with the

CG irrespective of their desire to obtain Internenreectivity. This gives CG the
capability to determine whether a node is on the Intexnéhe MANET. Thus the nodes
wishing to communicate with other nodes have the optiosetwch the entire MANET
for the destination using the MANET routing protocol ork™athe CG about the location
of the nodes (i.e. whether the node is on the Inteméhe MANET). When packets are
destined for a node in the MANET, since the CG hagiindbion about all the nodes in
the MANET, they get routed to the CG, which uses theN&A routing protocol to route

the packets to the destination.

3.2.2.2 Supporting Hierarchy and Heterogeneous Interfacesin MANETSs

In [5] the authors not only introduce a technique to prosiddANET with Internet
connectivity but also support for heterogeneous interfac@ghieve internetworking of
MANETS. This technique assigns the MANET nodes with aad&esses from a single
IP subnet thus, creating an illusion to the outer wodd tine ad hoc network is a normal
IP subnet. This is in contrast to the technique discussd®ih.1 where all the MANET
nodes may not have the same address. The technique haisnpésmented practically

with DSR as the MANET routing protocol.

Gateway Operation and Discovery

The gateway discovery is quite similar to that disadiseeSection 3.2.1.1. Whenever a

node wishes to access Internet, it prepares an RRE@sasbed in DSR [4]. Assuming
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that the destination is within the MANET and it has advi? address on the Internet, the
source node may receive two replies, one from the dastinggelf (which is presently in
the MANET) and the other from the gateway (proxy replijie gateway uses the
reservedgateway interface indeix the proxy reply and thus the source can differentiate
between the gateway RREP and the normal RREP. Thethosleises the normal RREP
rather than the gateway RREP if it receives both. Hewef the node does not receive
the normal RREP it assumes the node is on the kiteltrthen sends the packets to the
gateway. The gateway on seeing glatgeway interface indeix the header removes it and
forwards the packet on the Internet. As mentionetieedhe nodes in the ad hoc network
are assigned IP addresses from the same subnet thus gemketbe Internet destined
for nodes in the ad hoc network can reach the gatelwaygh normal IP routing. Once
the gateways receive the packets they use the DSR prototmrward packets to the

required destination.

3.2.2.3 WirelessInternet Gateways (WINGS)

In [11], the authors propose the conceptVdifeless Internet Gateways (WINGS)
which acts as an IP router that enables connecting theadetworks to the Internet and
the corresponding routing protocol call®dreless Internet Routing Protocol (WIRP)
[25]. This implementation does not support Mobile IP andoislg meant to provide
Internet access to nodes in the ad hoc network. ihtrast to the previous techniques
discussed so far that use the standard IEEE 802.11 [15imihismentation utilizes the

Floor Acquisition Multiple Access with Non- persistent Carrier sgan (FAMA-NCS)
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[10] as the underlying MAC protocol. The main motivation dhgs=FAMA-NCS is that

it interacts with WIRP and reduces the control traffithe network.

WIRP and WING Operation

WIRP is a proactive protocol and hence each WING @rawf the topology of the
network. They thus (WINGS) keep updating their neighboesttpology of the entire
network i.e. provide the neighbor routes to all the otizetes in the network. In order to
achieve this, the functionality of WIRP can be divided ifte following three modules:
Reliable transmission of update, neighbor discovery nmsimand its path-finding
algorithm. The first component is responsible for updatiegreighbors of each WING
about the overall network topology. The second componaunses WINGS to check
connectivity with their neighbors with the aid of hatfessages (similar to that discussed
in Section 2.2.3) and the FAMA-NCS. The third componentsponsible for finding the

shortest path to the nodes in the network, which isdbase¢he one in [25].
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CHAPTER IV

TRANSPARENT AD HOC NETWORK GATEWAY

Chapter 1l introduced two techniques to enhance the MANElability exploiting
mobility [12] and backbone nodes [37]. However, both techniqeegiire radical
modifications to the underlying MANET routing protocol. &pter 11l also gave a brief
overview of how MANETSs can be integrated with the fixeftastructure with the aid of
Internet gateways thus aiming at providing Internet comriscto MANETS. This thesis
exploits this concept of infrastructured MANETS (i.eramtucing Internet gateways in
MANETS) to enhance the overall performance of MANETse achieve this goal this
chapter introduces a special gateway callednsparentAd hoc Network Gateway
(TANG) which acts as a relay node and collectively formackione network similar to
that discussed in [37]. AODV is the MANET routing protocadisn this study. Section
4.1 introduces TANG and gives a brief explanation on thactsire of TANG. The

operation of TANG and its advantages are discussed iro8ecf2 and 4.3 respectively.
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4.1 Transparent Ad hoc Network Gateway (TANG)

As discussed in section 3.1 a MANET has inherent scdialpiioblem. Recently,
some researchers analytically showed that it couldnpeaved drastically by introducing
infrastructured nodes into the MANET [6,22]. In this sattibANGs are proposed for
that purpose. A large scale MANET is divided into equaéd cells and each cell
includes a TANG as seen in Figure 4.1. However such aaivisi the MANET into
cells is completely transparent to the MANET nodestlesy are not aware of the
presence of these gateways in the MANET. Since the primaal of TANG is to
enhance the performance of the MANET, this thesis maiedallowing assumptions
regarding TANG:

* The TANGs are assumed to have no power constraints.

* The bandwidth of the link over which the TANGs commureoatith one another

is assumed to be ideally infinite.

* The TANGs are considered to be static nodes i.e. nolitgobi

 The TANGs are assumed to behave as relay nodes inatisrtission of packets

(data and control) and not as sinks or sources.

Implementation of TANG in a MANET does not require any ffication to the
underlying MANET routing protocol as mentioned earlier. Tieoduction of TANG
into a MANET, divides the MANET into two different subseds seen in Figure 4.1. A
pure MANET resides on subnet 1 and the MANET nodes commueweith one another
via their wireless interface. On subnet 2 the TANGsfa wired network thus forming a

backbone network, as indicated by the solid lines gufé 4.1. The communication

30



between the MANET nodes can take place via TANG orhaanbrmal multi-hop links.
However, it should be noted that TANGs operate the MANouting protocol on both
subnets as opposed to the Internet gateways (discussee @hépter Il and seen in
Figure 3.1), which uses the MANET routing protocol on ortenetiand the IP protocol
on the other subnet. Due to this there is no compleribgerning TANG and they can be

considered normal MANET nodes with the exception ofgtivo interface’s

Subnet 2 - Wired
Baclbone Metworl:

@ TANG

subnet 1 - Wireless
LIATET

Figure 4.1. The concept of TANGs in a MANET.

! As mentioned earlier the routing protocol used in thigliémentation is AODV. This implementation of
AODV follows the specification of AODV Internet Dradt[27]. As per this draft AODV should be able to
handle multiple interfaces.
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4.2 TANG Operation

Whenever the TANG receives an RREQ it first checkse® if it has a route for the
originator of the RREQ. If not, it generates an emryts route table, which has all the
necessary information as discussed in Section 2.2.3gAdatt this information it also
makes a note (in its route table) of the interfacevhich the RREQ was received. Thus
when a TANG receives an RREP for the originator ef RREQ, it will be aware of the
interface on which the message is to be forwarded.

In Figure 4.2 a source node S wishing to communicate withndéisth node D would
ideally flood the control packets in the MANET and thus of the probable paths could
be S-1-2-3-4-5-6-7-8-D (pathl). Those eight nodes betweensdlece and the
destination would have to take the burden of forwardiegdéta packets sent by S. An
alternative shorter path could be achieved with thealiason of TANGs within the
MANET at fixed locations. The TANGs (node C, E and Gijni a backbone network
designated as Subnet 2 in Figure 4.2. Thus the RREQ frosothiee S is received by
nearest TANG (node C) and it broadcasts the requedsather interface so that the
other TANGs (nodes E and G) can receive the request. Batl$ ‘E’ and ‘G’ in turn
broadcast the request and destination D would responctenirg the request. The path
now becomes S-A-B-C-E-F-D (Path 2). By the introducod TANGS only three mobile
nodes (A, B and F) are burdened by the forwarding loadasd §pposed to eight nodes
(if Path 1 was used). In addition, the source node iwargof the TANGs even though

its packets are routed via them.
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3T subnet 1
Figure 4.2. Functioning of TANG.

4.3 Advantages of TANG

The time required to do the network-wide search for ardgin reduces drastically
as the RRE®are forwarded over the backbone link. This leads tooapt response
from the destination reducing the end-to-end delay drasticklbreover due to the
reduced path length between the source-destination the gerthooughput and the
overall capacity of the MANETBIcreases tremendously. In a pure MANET if a source
does not receive a RREP in a specified time periodntiie floods the network with
duplicateRREQs, which can be a frequent phenomenon in a largelgél&E=T. This
can exorbitantly affect the per-node throughput.

Node mobility in a MANET leads to link failures causing healsgta loss and
triggering RERRs. Such broadcast packets (RERRs and dupRfRiE)) flood the
network affecting the performance of MANETSs. But inea$ infrastructured MANETS
with TANGs most of the routing is done via the backbar&wvork and hence avoiding

the aforementioned problems. It should however be ntited whenever the TANG
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receives a broadcast message like an RREQ from thi@ator, the TANG is supposed
to re-broadcast the message on all its interfacespéxhe interface on which it has

received the RREQ
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Chapter V

Simulation Results and Discussion

This chapter introduces the simulation setup to evaluaep#rformance of the
proposed infrastructured MANET using TANGs. The simulat®obased on th@ualnet
Simulator[31], which is the commercial version @loMoSim network simulatdd]. A
brief overview of the Qualnet simulator is given in Saeth.1. Section 5.2 discusses the
simulation setup to simulate pure MANET and infrastrucdWANET with TANGs.
The simulation results are presented in Section 5.3 afdald emphasize on the
following issues:

» Performance of infrastructured MANET as compared to pure ERNinder
heavy and light network load (Section 5.3).
» Relationship between the number of gateways in the nktava the performance

of the network (Section 5.3).
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» Scalability of an infrastructured MANET with TANGs asngoared to a pure
MANET (Section 5.4).
According to the results presented in Section 5.3 and le4capacity of infrastructured

MANET with TANGS is significantly better than that @ pure MANET.

5.1 Qualnet

5.1.1 What is Qualnet?

Qualnet is a discrete event simulator that can be tsedeate and animate a wide
variety of experiments, graphically analyze resultsaioled from these experiments and
even add new protocols to the simulator. Qualnet cadibged into six components,
which are summarized in Table Il below.

Simulations in Qualnet can be conducted either in the m@uabimulator or the
Qualnet Animator. The Qualnet Simulator requires a configurdile in which various
configuration and simulation parameters can be definedsenglation time, number of
nodes for which the simulation is to be conducted, iteenea, type of routing protocol to
be used etc. The Qualnet Animator can be used to sevitfiguration parameters via the
graphical interface instead of defining them in a configurdilenAfter the simulation is
completed the simulator generates a statisticstidewsing the Qualnet Analyzer one can
get a wide range of graphs to analyze the obtainedsetuterested readers can find an

elaborate explanation of all the listed componeniBadie 11 in [31].
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Table II. Components of Qualnet.

Components Function
Qualnet Animator Conducts the design and animation of atioulexperiments,.
Qualnet Simulator A network simulator tool.

Produces graphs from statistics generated by the simulati
experiments.

[®)

Qualnet Analyzer

Qualnet Designer Designing and incorporating new protoc@liainet.
Qualnet Tracer Packet tracing tool.
Qualnet Importer Network data collection tool.

5.1.2 Conducting Simulations in Qualnet

The simulations can be conducted by invoking the simuldt@ugh the command
line or by using the graphical toolbar of the animator astiowed earlier. The snapshot
in the Figure 4.3 shows a MANET simulation scenario in@ualnet Animator. The
circles in the snapshot indicate the radio broadcastger of the mobile nodes and the

arrows signify the successful data packet transmission.

BBl ouALNET ANIMATOR -lalx
File Edt View Experiment Tools Stafistics Heip
=
I

proseom || ][]+
e

k-

[Farameter Frame toagsa | [Run moge sequentat-Local.. | [A][€][D][T]

Figure 5.1. Snapshot of a MANET simulation.
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5.2 Simulation Setup

As discussed above, the simulation study investigdteseffectiveness of TANGs
under various scenarios determined by the factors sucaffis intensity, node mobility,
the number of TANGs and the number of nodes. This sedigrusses these simulation
factors as well as performance metrics used in thissthesssess the performance of a

MANET.

Scenario

The baseline scenario consists of 100 mobile nodes rapddistributed over a
rectangular area of 2200m x 600m. To see the effectsmber of nodes, it is varied to
100, 200 and 500 nodes in an area of 2200m x 600m, 3200m x 900m and 5000m Xx

1000m respectively.

Movement Model

The mobility model used in this study is tRandom Waypoint Mod§gl7]. As per this
model, a mobile node remains stationary for a specifiedgtime, after which it begins
to move with a randomly chosen speed towards a randdmlsen destination within the
defined topology. The node repeats the same procedurghentdimulation ends. The
random speed is chosen to be a value, which is unifadistyibuted between a defined
minimum and maximum value. The pause time and the speed mugéd istudy are

shown in this section in Table IlI.
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Communication Model

The communication model is determined by four factors: bminof sources, packet
size, packet rate and the communication type. This stuely t®eCBR (Constant Bit
Rate) communication type, which us&DP (User Datagram Protocolgs its transport
protocol. In Section 5.3, 40 sources are used to genetaterkeraffic with a packet rate
of 2 and 4 packets/sec (light and heavy network load regplgt In section 5.4, 20
CBR sources are chosen with a packet rate of 4 packet$ise packet size of 512 bytes

was used throughout the simulation.

TANG Placement

Figure 5.2 shows the placement of 8 TANGs in a MANET. @ihigre area is logically
divided into equal sized cells and a TANG is placed atémer of each cell. It should
however be noted that the transmission range of thtd@Amay not necessarily cover
the entire cell, thus nodes within a particular cell daadmmunicate via the TANG in

that cell by reaching it over multi-hops or a single-hop.

> 2200 >
4 -+ * * : * * * *
* * o+ * . * * *
: .+ * TANG
+ 0, .0, o - o ®
. i e . et s it W
600 g REURE -~ TP I e )
L - B Eon BT + | * Mobile Node
L * . * - » "~
* . * . . e . * . *
* - - - *
* » N * D *  * *
v .

Figure 5.2. Placement of 8 TANGs in a MANET of area 22600m.
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The simulation for infrastructured MANETS uses 2,6,8 Hhd ANGs with 100
mobile nodes in Section 5.3. In Section 5.4 the numb&ADIGS are chosen to bé

wheren is the number of nodes in the network [22].

General Simulation Parameters

Table 1l summarizes all the parameters that are gkrerall the simulations
conducted in this study.

Table 11l. General simulation parameters.

Parameters | Values
Radio Char acteristics
Transmission Range 250 meters
Wireless Bandwidth 2 Mbits/sec
Wired Char acteristics
Wired Bandwidth 100 Mbits/sec

2,6,8 and 10 TANGs i
Number of TANGs network with 100 node
(Section 5.3)

110,14 and 22 in a network with 100, 200 gnd
” 500 nodes respectively (Section 5.4)

Communication M odel

Traffic Type Constant Bit Rate

Packet Size 512 bytes

2 packets/sec and (4
packets/sec for light an
heavy  network load
respectively (Section 5.3

o

Packet Rate 4 packets/sec (Section 5.4)

Number of Sources 40 sources (Section 5.3) 20 sourcesofbet)
Mobility Pattern
Speed 0 m/s —15m/s
Pause Time 0s, 100s, 200s, 300s and 400s
Simulation Parameters
Simulation Time 400 seconds

00,200 and 500 nodes in an area of 2200 x
00m, 3200 x 900m and 5000 x 1000m
respectively

Number of Nodes and | 100 nodes in an area 220
network area X 600m

Routing and MAC Protocols

Routing Protocol AODV

MAC Protocol 802.11
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Performance Metrics

The following are the performance metrics used to evaltizeperformance of a
infrastructuredMANET and a pure MANETS.
* Throughput — It is defined as the amount of data successfeliiyered from the
source to the destination in a given period of time.
* End-to-End Delay — This is defined as the time requirecafpacket to travel
from source to destination.
» Packet Delivery Ratio — It is defined as the ratio ofltdéda packets received at
the destinations to those generated by the sources.
In order to understand the main causes of performanceddeipra the routing-related
control overhead associated with the AODV routing protasomeasured. Thus, the
number of duplicate RREQ packets generated, the numIiBERR packets initiated and

number of data packets lost due to broken links were ugbd performance evaluation.

5.3 Varying Mobility and Fixed Number of Nodes

This section shows the results for all the perforreametrics discussed in section 5.2.
As mentioned earlier, the network consists of 100 noddsttss comparison of a pure
MANET with infrastructured MANET with 2,6,8 and 10 TANGspresented. Each data

point is an average of 10 runs to remove the random measaoterror.
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5.3.1 Throughput

The throughput obtained for different pause times and fidferent scenarios of a
heavily loaded network is shown in Figure 5.3(a). As sedheangraph the throughput
(~0.65 Mbps) achieved from infrastructured MANETs with 8 and ABIGs is almost
6.5 times greater than that achieved by a pure MANET (~0.09sMlEven with 2
TANGSs the throughput (0.2 —0.32 Mbps) achieved is twice ahraschat obtained by a
pure MANET. The main reason for such low throughput in a pMWNET is, for a
highly loaded network there are many transmissions andehtecnodes are burdened
with forwarding the data and routing information of eth@bile nodes thus decreasing
the throughput drastically. But in case of infrastructuve&NETs due to the backbone
infrastructure the intermediate nodes are relievetiisfiurden and hence enhancing the

throughput tremendously.
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Figure 5.3. Throughput graph.

network thus degrading the performance drastically.
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When the network load is light, in Figure 5.3(b), it tenseen that the throughput
is constant for infrastructured MANETS irrespectivela umber of TANGSs introduced
into the MANET. One important observation is thatraderate mobility (200s —300s)
the performance of MANETS is degrades as seen in Figur@pahd (b). As noted in

[17] and [16] with low mobility the nodes get clustered,chhieads to congestion in the

Figure 5.4 (a) and (b) show the end-to-end delay compavisder heavy and light
network load respectively. As seen in the Figure 5.4 (api¢they for a infrastructured

MANET with 8and 10 TANGs is almost 20 times less than #wehieved by a pure



MANET and a infrastructured MANET with 2 TANGs (except latv pause times).

Figure 5.4 (b) shows that the delay for infrastructiBINETS is constant as compared

to that achieved by the pure MANET.
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Figure 5.4 End-to-End delay graph.
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5.3.3 Packet Delivery Ratio

For a heavily loaded network the infrastructuMANETs with 8 and 10 TANGs
(Figure 5.5 (a) delivers almost 98% of the packets for lgveerse times and almost
100% for higher pause times thus performing more than S5stibstter than pure
MANETSs. The delivery ratio is less than 20 percent fpuee MANET indicating how a
MANET fails completely under heavy network load. Howeasrseen in the Figure 5.5
(a) infrastructuredMANETSs with 2 TANGs still perform twice as much ashgoared to
pure MANETs. In case of a lightly loaded network the pactelivery ratio of
infrastructuredVIANETS is constant (average 99%) irrespective of pause &s seen in
the Figure 5.5 (b). While for a pure MANET the packet dejivatio degrades by almost

20% for moderate pause times (200s and 300s).
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Figure 5.5. Packet delivery ratio.

5.3.4 Data Loss, Initiated RERR and Duplicate RREQ

As seen in Figure 5.5(a) the packet delivery ratio in MANES svery low
especially at high mobility and this is mainly caused Iyt &f link failures. This section
shows the corresponding traffic overhead per data pacikghailly transmitted from
source nodes. It is noted that the number of data pag&etsated during the simulation
is 32,000 and 16,000 for heavy and light load respectivg40 sources x 4 or 2
packets/sec x 400 simulation seconds/2. The last div&as (ntroduced because those
40 sources start their data transmission at any randotanaes between 0 and 400

seconds.)

" If there are 5 intermediate forwarding nodes on treeagye, total data packets transmitted amount to
160,000 and 80,000 packets respectively.
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Figure 5.6. Data lost due to link failures.
Figure 5.6 (a) and (b) show the amount of data lost dueakeb links for a
heavily and lightly loaded network respectively. It can deen that infrastructured

MANETs with 8 and 10 TANGs (Figure 5.6 (a)) perform approxityaBetimes better
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than the pure MANET for lower pause times (high mobilayd approximately 4 times
better for higher pause times for a network with heaag.l\s seen in Figure 5.6 (b), for
a lightly loaded network infrastructuréddANETS loose 2 times less the number of data

packets when compared to pure MANETS irrespective of theegams.
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Figure 5.7. Number of initiated RER#ackets.
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In case of MANETSs when the load in the network increfiseslata packet lost due to
link failures is large as seen in Figure 5.6 (a) and (b) @tres which the number of
RERR messages initiated by a MANET is approximately 15 stinmore for
infrastructuredVIANETs with 8 and 10 TANGs irrespective of the pause tisieeen in
Figure 5.7 (a) for a heavily loaded network.The number of RpRckets generated by
infrastructuredMANETSs is negligible less when compared to the pure MAN®BIT
moderate pause times (200s) for a lightly loaded netwagki(& 5.7 (b)).

When the network load is heavy the sources generate aJahgme of duplicate
RREQ packets due to link failures. In Figure 5.8 (a) it ceenbseen that the number of
duplicate RREQs generated in infrastructured MANETs with @&)8 10 TANGS is
negligible when compared to pure MANETS. Infrastructu@NETs with 2 TANGs
initiates twice less than the number of duplicate RRBQen compared to those initiated
by MANETSs for a heavily loaded network. In case of figgaded network (Figure 5.8
(b)) infrastructuredMANETS perform approximately 7 times better than pure MANE

for moderate pause times (200s) and roughly 3 times bettéower and higher pause

times. 350
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Figure 5.8. Number of duplicate RREQ packets initiated.

5.4 Scalability

This part of the simulation study presents results, whiove that the scalability of

infrastructured MANETSs is substantially better than that of pure MANETThe

simulations were conducted for a MANET and an infrastrudtMANET with network

size of 100, 200 and 500 nodes. Section 5.4.1 shows results aogrgrainfrastructured

MANET and a pure MANETs with no mobility involved, whilecsien 5.4.2 presents

results comparing infrastructurddANETSs (consisting of 100,200 and 500 nodes) with

mobility. Each data point is an average of 10 runs.
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5.4.1 Scalability Infrastructured MANETs versus MANETSs with No
Mobility

As seen in the Figure 5.9 the throughput of infrastructMANETS is constant even
as the number of nodes in the network increases as appms$kat of pure MANETS.
When the number of nodes is less the throughput of aastnficturedVANET and a
pure MANET is comparable but with increasing number of ndbesperformance of
MANETSs drastically reduces by almost 50%, which is lesa thhat was expected from

the previous analysis study ((1 —«2)) or 30% reduction).
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Figure 5.9. Throughput graph — No mobility.

Figure 5.10 shows how the delay in MANETS increases asuher of nodes
increases. As discussed by Li et al [21] the path lemgifeases drastically in MANETSs
as the network size increases leading to large delalysrefbre the delay of an
infrastructuredVIANET is 30 times less for 200 nodes and more than 57 tiesssfor

500 nodes when compared to a pure MANET. Figure 5.11 shows tketpielivery
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ratio for infrastructuredANETS is almost constant at approximately 99% irrespecti
of the number of nodes, but for pure MANETS it decreasdsthe number of nodes and

is approximately 45% less than infrastructured MANETS.
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Figure 5.10. End-to-End delay graph — No mobility.

100: T *

90+ b

80 B
—#— Infrastructured MANETSs

—— MANETs
70+ g

60 S

50+ =

401 4

Packet delivery ratio (%)

30+ b

20+ il

0 I I I I I I I
100 150 200 250 300 350 400 450 500

Number of nodes

Figure 5.11 Packet delivery ratio — No mobility.
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5.4.2 Scalability of Infrastructured MANETs with Varying Mobility

In this section mobility is added to the model descrilimm/a. As seen in Figure 5.12
the throughput of an infrastructured MANET almost cortsteanging between 0.320 —
0.328 Mbps irrespective of the pause time and number of nibdssproving good

scalability for an infrastructurdd ANET.
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The delay (Figure 5.13) almost doubles for 500 nodes at Ipagse times and is
relatively high for higher pause times too when comp#oetioO and 200 nodes, but is

still acceptable.
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Figure 5.14. Packet delivery ratio graph-Scalability.
The packet delivery ratio for an infrastructuMANET range between 97 — 98% for 500
nodes and between 99 - 100% for 100 and 200 nodes irrespective ofip@usas seen in

the Figure 5.14, thus indicating good scalability.
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CHAPTER VI

CONCLUSIONS

This thesis motivates the use of an infrastructured MANIES opposed to a pure
MANET in order to achieve scalable network performarsespecial static gateway
called TANG is proposed that improves the overall pemémce of the network
drastically. The TANGs use their short-range wirelegios to communicate with the
MANET nodes and use their large bandwidth wired links to conmicate among
themselves, thus forming an ideally infinite backbone gtftecture. They thus take most
of the responsibility in forwarding packets (data as @aeltouting packets). This relieves
the intermediate nodes from the burden of routing, hanceeasing the per node
throughput drastically.

The simulation of an infrastructured MANET under heavy oekwcongestion

showed that per node throughput improves tremendously whepaced to a pure
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MANET. Moreover since the communication is locale ttlelay is almost negligible
while the packet delivery ratio is very high for an infrastared MANET with TANGs
when compared to that achieved by a pure MANET. A pure MANEImMSs to perform
quite satisfactory under light network load. This obagon verifies the results of [6].
The simulations also show that at high network load uenmense competition in
accessing the medium, collisions in the network incedBas a lot of link failures
causes data packets to be lost in pure MANETSs. This leabdsotmicast of RERR and
duplicate RREQ messages, which flood the network andtéatfie overall performance
of the network.

The simulations also showed that the performance of d@MdETs degrades almost
linearly with an increase in the number of nodes in teevork. But in case of an
infrastructured MANET the performance remains almosstnt even when the number
of nodes is increased. This shows that the scalabflignonfrastructured MANET is far
superior to that of a pure MANET. The reason for sucpraved performance comes
form the fact that TANGs break large scale MANET® ismallvirtual MANETs and
hence the communication becontesal (over multi-hops). In addition, the source and
destination that are far apart, take advantage of thebbaeknetworks, drastically
reducing the delay.

It is evident from the results that the TANGs are hottlenecks even when the
network congestion is high. The main reason is beddaseodes in the MANET are not
aware of the presence of the TANGs and hence do notstitiiear requests to them, thus
using the shortest path to the destination, which mayneoéssarily be through the

TANG.
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Based on this study it can be concluded that introduBinBANGs in a MANET
consisting of 100 nodes in an area of 2200 x 600m can significanprove the
scalability of a MANET and that adding more TANGs lie hetwork does not contribute
significantly. In summary, the three main issues dsedsn Chapter 5 were studied and
from the simulation results it can be concluded thatinémastructured MANET with
TANGs increase the overall performance of the MANBEIMensely without requiring

any modification to the underlying protocol.
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